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Model Checking versus Satisfiability Checking
for Strategic Timed Temporal Logics
(Invited Talk)

Abstract. We investigate timed extensions of strategic logics AT L and AT L∗, includ-
ing T AT L, Strategic CTL (SCTL) and Strategic Timed CTL (STCTL). Our primary
focus is on the model checking problem for these logics, considering various semantics.
Additionally, we explore solutions to the satisfiability problem for STCTL.

Keywords: Strategic logics, Timed logics, Model Checking, Satisfiability, Computa-
tional complexity.

1 Introduction

Autonomous agents provide a powerful paradigm for modeling and analyzing sociotechnical
systems. They consist of networks of communicating agents that make autonomous decisions
using AI methods. Modeling strategic behaviors in real-time contexts is crucial for ensuring
the safety and security of agent systems. Alternating-time temporal logic (ATL∗) and its
fragment ATL [2] are logics that allow reasoning about strategic interactions in such systems
by extending the framework of temporal logic with the game-theoretic concept of strategic
ability. Thus, ATL enables the expression of statements regarding what groups of agents
can achieve. These properties are valuable for specifying, verifying, and reasoning about
interactions in agent systems [13, 11], as well as in the security and usability of e-voting
protocols [7].

In this paper we investigate timed extensions of strategic logics ATL and ATL∗, including
Timed ATL (TATL), Strategic CTL (SCTL) and its timed extension Strategic Timed CTL
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(STCTL). Each (timed) strategy logic can be interpreted over two types of structures: models
of synchronous (Timed) Multi-Agent Systems (MAS) and asynchronous (Timed) Multi-Agent
Systems (AMAS). We consider two types of semantics related to information: imperfect (i)
and perfect (I), as well as two semantics related to recall: imperfect (r) and perfect (R).
Additionally, Timed MAS and Timed AMAS can be either discrete (D) or continuous (C),
while (U) indicates the untimed versions of MAS or AMAS Ṫhis paper focuses on the model
checking problem for SCTL and STCTL, considering all the aforementioned semantics
and comparing their complexity with other strategy logics. Furthermore, we analyze the
satisfiability problem for STCTL and present three approaches to solve this problem.

2 Reasoning about Strategies and Time

In this section, we define the logical framework to reason about strategic abilities in timed
synchronous multi-agent systems. We denote the set of natural numbers including zero (resp.
without zero) by N (resp. N+), and the set of non-negative real numbers by R0+. We begin
by introducing the logical formulas of interest. Assume a countable set PV of atomic propo-
sitions, and a finite set Agt of agents. The syntax of Strategic Timed Computation Tree Logic
(STCTL) resembles that of Game Logic [2], and can be defined by the following grammar:

φ ::= p | ¬φ | φ ∧ φ | ⟨⟨A⟩⟩γ,
γ ::= φ | ¬γ | γ ∧ γ | ∀Xγ | ∀γUIγ | ∃γUIγ | ∀γRIγ | ∃γRIγ,

where p ∈ PV is an atomic proposition, A ⊆ Agt is a subset of agents, and ⟨⟨A⟩⟩ is the
strategic operator indicating that the agents in A have a strategy to enforce the temporal
property that follows. ∀ (“for all paths") and ∃ (“there exists a path") are the usual path
quantifiers of CTL. The temporal operators X, U, R stand for “next”, “strong until”, and
“release,” respectively. Boolean connectives and the remaining operators F (“eventually”), G
(“always”) can be derived as usual.

Intervals I ⊆ R0+ with bounds of the form [n, n′], [n, n′), (n, n′], (n, n′), (n, ∞), or
[n, ∞), where n, n′ ∈ N, are attached to the temporal operators U and R to denote time
constraints on their evaluation. For example γ1UIγ2 specifies that γ1 holds until a time within
I when γ2 becomes true. We included the next step operator X to the syntax of STCTL(and
TCTL) to allow the definition other logics as syntactic fragments of STCTL:

SCTL: untimed Strategic CTL, derived from STCTL by restricting the time intervals I in
the temporal operators UI , RI to I = [0, ∞), effectively removing the time intervals from
the syntax of STCTL;

TCTL: Timed CTL, derived from STCTL by removing the strategic modality ⟨⟨A⟩⟩ from
the syntax;

CTL: “Vanilla” CTL, derived from SCTL by removing ⟨⟨A⟩⟩;
TATL: Timed Alternating-time Temporal Logic, a fragment of STCTL where each instance

of ⟨⟨A⟩⟩ is immediately followed by ∀X , ∀UI , or ∀RI , then ∀ is removed from the syntax;
ATL: “Vanilla” ATL, derived from TATL by restricting the time intervals to I = [0, ∞),

thereby removing them from the syntax.



Model Checking vs SAT Checking for Strategic Timed Temporal Logics (Invited Talk) 9

These logics are interpreted over Continuous Transition System [4]. Synchronous models with
discrete time were considered for reasoning in TATL in [16, 15] using Tight Durational
Concurrent Game Structures (TDCGS), which is a flat model, as opposed to a network of
synchronising models, used in [5].

3 Model Checking and Satisfiability Results

We now recall complexity results under different semantics for ATL, TATL, SCTL, and
STCTL. It is important to note that complexity results are given wrt. the model size. The
results are summarised in Table 1 of [4, 5]. Although provided for the synchronous case, the

Table 1. Model checking complexity wrt. the model size, for STCTLand its subsets, also compared
with AT L∗U and T AT L∗C . Undecidability of AT LU

iR [9, Theorem 1] and of MTL[8, Theorem 4.3]
propagates to more expressive logics.

results remain the same for the asynchronous case as well [4, 5].
Unfortunately, the satisfiability problem for STCTL, as it is an extension of TCTL, is

undecidable, as shown in [8, 6, 17]. This implies that no algorithm can solve this problem.
Furthermore, the problem of bounded satisfiability for TCTL (and thus STCTL) is also
undecidable [1]. Currently, there are three approaches to addressing this problem for STCTL
under the ir-semantics, which are discussed below.

3.1 Bounded approach using IMITATOR

The main focus of this approach is on defining a finite, parametric encoding that allows for the
representation of all timed automata with a fixed number of locations. We then leverage the
parametric verification capabilities of the IMITATOR model checker. Since the tool supports
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TCTL, we begin with (bounded) satisfiability checking for this logic. Extending the method
to STCTL involves introducing an auxiliary set of parameters in the IMITATOR model to
restrict the choices of coalition agents, ensuring they form valid ir-strategies. In fact, the same
technique used in [4] for STCTL model checking is applied here.

3.2 Bounded model checking and synthesis using SMT

This approach focuses on the existential fragment of STCTL, referred to as STECTL. A
partial algorithm is defined that can only prove the satisfiability of an STECTL formula, but
the algorithm always terminates. Specifically, we address the problem of bounded satisfiability
for STECTL by demonstrating how to check whether there exists a timed automaton of size
up to some k > 0 whose model satisfies the formula. To achieve this, we extended the method
of satisfiability checking and model synthesis from SMTL [14] to STECTL.

3.3 Model checking and synthesis using Maude

By adapting a recently proposed method for representing Parametric Timed Automata in RL
[3], we model multi-agent systems as terms in a rewrite theory and define their execution when
following an ir-strategy. We then use rewriting strategies [10] to naturally and declaratively
specify the semantics of STCTL formulas. This represents a novel application of Maude’s
strategy language, employed to define a model checking and synthesis procedure.

4 Conclusions and Future Work

This paper demonstrates that STCTL, as a syntactic extension of TATL and interpreted over
timed models with continuous semantics in both synchronous and asynchronous settings,
is of significant theoretical and practical interest for model checking and synthesis with ir-
strategies. Our future research plans include: exploring counting and timed strategies and
extending STCTL to STCTL∗.

Acknowledgements
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Towards Specification of Requirements
for Crisis Mitigation Strategies (Invited Talk)

Abstract. COVID-19 has influenced virtually all aspects of our lives. Across the world,
countries applied wildly varying mitigation strategies for the epidemic, ranging from
minimal intrusion to imposing severe lockdowns. The strategies were based on various
social, political, and technological instruments. It seems clear at the first glance what all
those measures are trying to achieve, and what the criteria of success are. But is it really
that clear? Quoting an oft-repeated phrase, with COVID-19 we fight an unprecedented
threat to health and economic stability [2]. While fighting it, we must protect privacy,
equality and fairness [1] and do a coordinated assessment of usefulness, effectiveness,
technological readiness, cyber security risks and threats to fundamental freedoms and
human rights [3]. Taken together, this is hardly a straightforward set of goals and
requirements. Thus, paraphrasing [3], one may ask:

What problem does a COVID mitigation strategy solve exactly?

Even a quick survey of news articles, manifestos, and research papers published since
the beginning of the pandemic reveals a diverse landscape of postulates and opinions.
Some authors focus on medical goals, some on technological requirements; others are
concerned by the economic, social, or political impact of a containment strategy.
In this work, we make the first step towards a systematic analysis of strategies for effective
and trustworthy mitigation of such overwhelming crises. The strategies may incorporate
medical, social, economic, as well as technological measures. Consequently, there is a
large number of medical, social, economic, and technological requirements that must
be taken into account. For computer scientists, the latter kind of requirements is most
natural, which is exactly the pitfall that computer scientists must avoid. The goals are
much more diverse, and we must consciously choose a solution that satisfies the multiple
criteria to a reasonable degree. We suggest that formal methods for multi-agent systems
provide an excellent framework for that. We also propose a methodology to collect
preliminary requirements while avoiding the usual bias of research papers.



Specification of Requirements for Crisis Mitigation Strategies (Invited Talk) 13

References

1. Morley, J., Cowls, J., Taddeo, M., Floridi, L.: Ethical guidelines for COVID-19 tracing apps. Nature
Comment pp. 29–31 (4 June 2020), https://www.nature.com/articles/d41586-020-01578-
0, retrieved on 9.06.2020

2. Soltani, A., Calo, R., Bergstrom, C.: Contact-tracing apps are not a solution to the COVID-19
crisis. Brookings Tech Stream (27 April 2020), https://www.brookings.edu/techstream/
inaccurate-and-insecure-why-contact-tracing-apps-could-be-a-disaster/,
retrieved on 23.06.2020

3. Stollmeyer, A., Schaake, M., Dignum, F.: The dutch tracing app ’soap opera’ - lessons for europe.
euobserver (7 May 2020), https://euobserver.com/opinion/148265, retrieved on 15.05.2020

Wojciech Jamroga is a full professor at the Institute of Computer Sci-
ence, Polish Academy of Sciences. His research focuses on modeling, spec-
ification and verification of interaction between intelligent agents. Within
that, he works mainly on the development of logic-based specification
and verification techniques for information security requirements in vot-
ing protocols, in particular on formalizations of confidentiality, coercion-
resistance, and voter-verifiability for e-voting.

Prof. Jamroga obtained his PhD from the University of Twente, Nether-
lands in 2004, and completed his habilitation at the Clausthal University
of Technology, Germany in 2009. He has coauthored around 150 refereed
publications, and has been a Program Committee member of most impor-
tant conferences and workshops in AI and multi-agent systems. According
to Google Scholar, his papers have been cited over 3200 times, and his
H-index is 30. The research track of Prof. Jamroga includes the Best Paper Award at the main conference
on electronic voting (E-VOTE-ID) in 2016, Best Paper Nomination at the main multi-agent systems
conference (AAMAS) in 2018, and the Best Demo Award at AAMAS 2024.

His teaching record includes numerous courses at ESSLLI (European Summer School in Logic,
Language and Information), EASSS (European Agent Systems Summer School), and ESSAI (European
Summer School on AI), several courses at doctoral schools, and tutorials at top conferences in AI and
multi-agent systems – all of them on formal methods for multi-agent systems.



Nr 1 (1)
Proceedings of the 2nd Conference on

Intelligent Systems and Information Technologies (ISIT 2024) 2024

Ryszard Choras
ORCID: 0000-0002-1706-1219

Bydgoszcz University of Science and Technology
Department of Telecommunications, Computer Sciences and Electrical Engineering
Kaliskiego street 7, 85-796 Bydgoszcz, Poland
Ryszard.Choras@pbs.edu.pl

Image Processing and Recognition for Human Identification
(Invited Talk)

Abstract. This lecture is a survey on biometrics and forensics, especially methods
of image processing and recognition for human identification. A biometric system is a
pattern recognition system that recognizes a person on the basis of a feature vector derived
from a specific physiological or behavioral characteristic that the person possesses.
All biometric systems work in a similar fashion: The user submits a sample that is an
identifiable, unprocessed image or recording of the physiological or behavioral biometric
via an acquisition device, This image and/or biometric is processed to extract information
about distinctive features. Biometric systems have four main components: sensor, feature
extraction, biometric database, matching-score and decision-making modules. The input
subsystem consists of a special sensor needed to acquire the biometric signal. Invariant
features are extracted from the signal for representation purposes in the feature extraction
subsystem. During the enrollment process, a representation (called template) of the
biometrics in terms of these features is stored in the system. The matching subsystem
accepts query and reference templates and returns the degree of match or mismatch as a
score , i.e. a similarity measure. A final decision step compares the score to a decision
threshold to deem the comparison a match or non-match. The processes of forensic
computing can be divided into three main areas: Image Capture - The Imaging process is
fundamental to any computer investigation. Image Processing - The processing software
to extract features of the target image. Investigation. Distinctions between biometrics and
forensic are based on the fact that biometrics methods are implemented on live subjects.
Techniques designed for person identification in biometrics can be utilized for forensic
purposes. Automated biometrics-based personal identification systems can be classified
into two main categories: identification and verification. The personal attributes used in a
biometric identification system can be physiological, such as facial features, fingerprints,
iris, retinal scans, hand and finger geometry; or behavioral, the traits idiosyncratic of the
individual, such as voice print, gait, signature, and keystroking. Methods for recognizing
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a person based on a feature vector obtained from biometric images using deep learning
methods and VGG networks are presented.
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Systemic Method for Obtaining a Quantum-Inspired Neural-
Evolutionary Algorithm on the Example of the TGE S.A.
Day-Ahead Market System (Extended Abstract)

Abstract. At present, it is possible to use quantum computing solutions to model
quantum-inspired artificial intelligence methods on classical computers, and in particular
to create quantum-inspired neural-evolutionary models. In the conducted research, a
systematic method for obtaining a quantum-inspired neural-evolutionary algorithm was
developed, which was verified on the example of the Day Ahead Market system of the
Polish Power Exchange S.A. The computational environment is MATLAB and Simulink
with Deep Learning Toolbox. In the proposed method, its three basic solutions are
particularly important, i.e.: the quantization method, the quantum computation method
and the dequantization method. Therefore, first of all, a Percepton ANN was designed
and implemented, which was trained to the model of the Day Ahead Market system of
the Polish Power Exchange S.A. Then, it was assumed that the obtained parameters of
the neural model, i.e. weights and biases, are quantum-encoded numbers, the values of
which were corrected using a quantum-inspired Evolutionary Algorithm. As a result
of the conducted research, the relative error between the model and the system was
improved from 0.11%÷0.12% for different hours of the day to 0.04%÷0.05%, i.e. by an
order of magnitude. In addition, an improvement was obtained in the quantum-inspired
evolutionary algorithm, measured using the fitness function formulated as the MSE
error, from 0.990366 to 0.990375’

Keywords: Evolutionary Algorithm and quantum inspirations and Day Ahead Market and
Artificial Neural Network and Polish Electricity Exchange.
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1 Methodology for Conducting Quantum-inspired Calculations

The basic methods of quantum information science, i.e. the basic methods of quantum in-
spiration include: quantization, quantum computations and dequantization [17-19, 24-28],
where quantization consists in converting numbers written in the decimal number system into
quantum mixed states, quantum computations are performed on quantum mixed states using
vector-matrix calculus and linear algebra in Hilbert space, and dequantization consists in
converting quantum mixed states into numbers written in the decimal number system. Quanti-
zation of data used both in the quantum-inspired neuronal model and in the quantum-inspired
evolutionary model is next:

1. Preparation for quantization of input data ul, output data yl and ANN parameters as
neural model (biases bl, weights Wl, where: l – index of the l-th layer of neurons, l=1,2)
by converting them into numbers in the binary number system; ul → ubl, yl → ybl, bl →
bbl, Wl → Wbl, where: i – index for the i-th neuron, i=1÷24;

2. Quantization of the data prepared in point 1, recorded in the binary number system, into
appropriate quantum mixed states, i.e. quantization: ubl → ukl, ybl → ykl, bbl → bkl,
Wbl → Wkl, where: i – index for the i-th neuron, i=1÷24.

The performance of quantum calculations using quantum mixed states of the parameters
of the neural model of the Wkl matrix elements and the bkl vector in the quantum-inspired
AE is next:

1. Creation of a quantum Initial Population consisting of quantum mixed states composed
of matrix elements Wkl and of elements vector bkl, where: l = 1, 2;

2. Application of quantum inspired crossover;
3. Evaluation of the degree of improvement of the quantum-inspired neural model using the

quantum-inspired fitness function;
4. Application of quantum inspired selection;
5. Stopping AE when the target number of epochs is reached.

The evaluation of the degree of improvement of the quantum-inspired neural model of the
RDN system is next:

1. Creation of a weight matrix consisting of mixed quantum states Wkl and from quantum
mixed states of bias vectors from quantum mixed states of bias vectors bkl, based on
individual chromosomes of the population χi, where: l=1,2;

2. Determination of the weighted quantum adder netkl
i based on quantum mixed states of

input quantities uk1
i and quantum mixed states of the weight matrix elements Wk1 and

bias vectors bkl using appropriate operators determined for quantum pure states, where:
l=1,2;

3. Quantum weighted adder dequantization netkl
i on the weighted adder netli written in

decimal number system using ANN learned dequantization (netkl
i → netli, where: i = 1

÷ 24, l = 1, 2);
4. Determination of the activation function fl

i(netli), this is the value of the output quantity
yl;
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5. Value quantization yl
SSN in order to obtain a quantum inspired output, that is yl → ykl,

by them: yk1 = uk2 (the output from the hidden layer is the input to the output layer of
neurons) and yk2 = yk2

SSN;
6. Determination of the quantum-inspired fitness function values for individual chromo-

somes.
7. Dequantization of the mixed quantum state of the output data yk2

i to the value in the
decimal number system y2

i using the learned dequantization SSN (yk2
i → y2

i, where: i
= 1 ÷ 24).

Data on the TGE S.A. Day-Ahead Market system were used for numerical verification of
the algorithm, and the computational environment was MATLAB and Simulink with Deep
Learning Toolbox, mainly implementing own m-files [12, 31].

2 Quantum Inspiration

To design and implement the quantum-inspired Perceptron ANN, the systemic methodology
of quantization, quantum computation and dequantization presented in p. 1 and the basics
of control and systems theory were used, and in particular the definition of the system state
was taken as the basis for determining quantum mixed states [9, 28-30]. Therefore, first,
the architecture of the quantum-inspired Perceptron ANN was created using quantum mixed
states, and then the method of conducting quantum computations on quantum mixed states
was designed. As a result of the quantum computations carried out in the scope of the inspired
learning of the ANN model of the RDN system, a model of the quantum-inspired ANN is
obtained. Quantum computations can be conveniently illustrated on the example of a single
i-th ANN neuron occurring in the k-th weight layer of the Perceptron ANN described, for
example, by the activation function of the sigmoid tangent type:

yk
i (t) = 1 − e−netk

i (t)

1 + e−netk
i

(t) (1)

where:

– netk
i (t) – quantum adder of the i-th neuron in the k-th layer of neuron weights determined

as the sum of the weighted quantum values of the input signals fed to the k-th layer of
neurons,

– netk
i (t)lm - element of adder netk

i about the index lm as a quantum weighted input signal
to the k-th layer of neurons of an artificial neural network with the nature of a pure state
resulting from two mixed states (the quantum mixed number of the input signal and the
quantum mixed number of the weight).

It can be further noted that, just like in the case of the classical Perceptron ANN, in the case
of the quantum-inspired Perceptron ANN, the model will consist of interconnected models
of neurons according to the connections resulting from the network architecture [2-3, 16, 23,
28]. As can be easily seen, the specific nature of the quantum-inspired Perceptron ANN model
results from the matrix power of the number e - relation (1). To solve this problem, in this
dissertation, it was proposed, among others, to use the method of dequantization of quantum
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mixed states using an ANN learned to dequantized based on input quantities being elements
of the quantum matrix netk

i (t) and output quantities written in the decimal number system.
The above-mentioned ANN can be further used, for example, in a simulation model built in
Simulink for dequantization of the quantum matrix of the net adder.

3 Quantum Mixed States

In quantum computing, in particular in the construction of quantum-inspired artificial intel-
ligence algorithms, the quantum mixed state plays an important role [4-8, 10, 13-14, 19, 28,
32-33]. The essence of converting numbers written in the decimal number system into binary
numbers, and these into quantum mixed states, results from the need to obtain the states |0⟩
and |1⟩. For these reasons, first the values of weights and biases and the values of input and
output signals are converted into binary numbers, after which it is assumed that a binary
number with the value 0 is a pure state |0⟩, and a binary number with the value 1 is a pure
state |1⟩.

Next, quantum mixed states are created on the basis of pure states |0⟩ and |1⟩ for individual
bits of the binary number. The idea of a quantum mixed state comes down to determining
(measuring) what is the value recorded in the quantum system, represented at a given moment
on a specific qubit by the probability amplitude of the pure state |1⟩ and the probability
amplitude of the pure state |0⟩. For this purpose, a random selection of the value of the
probability amplitude resulting from the appropriately dominant pure state |1⟩ or |0⟩ is made
and further steps are taken accordingly for the established dominant state.

Therefore, if the dominant state is the pure state |0⟩, then the probability amplitude value
of the dominant state is drawn infinitely many times (in the work it was assumed that the
number 1,000 corresponds to this), assuming the probability amplitude to be the average
value of 1,000 drawn values, and the second probability amplitude is determined from the
principle of superposition of both states. Then the recessive state is determined in an analogous
way, which in the case under consideration is the pure state |1⟩, and then the procedure is
analogous to the one in the case of determining the dominant state |0⟩. This type of procedure
leads to narrowing the ranges of both intervals, i.e. the interval in which dominant states and,
respectively, recessive states of mixed quantum states can occur. This applies to all bits of the
binary number obtained from each number written in the decimal number system. It should
be added that when determining the value of a real number converted into a binary number,
the individual positions of the mixed state quantum bit should be taken into account, similarly
as in the case of binary numbers.

4 Dequantization of Weighted Net Adders and Outputs of
Quantum-Inspired ANN

A Perceptron ANN trained in dequantization was used to convert quantum mixed states into
real values recorded in the decimal number system. Its task is to dequantized values recorded
as quantum mixed states. It should be noted that the ANN m-files used for dequantization
are auxiliary tools in relation to the main goal (and algorithms that implement it), which is
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to improve the model of the Day Ahead Market system using a quantum-inspired neural-
evolutionary model. The dequantization process has been described in detail, among others,
in the authors’ works [17-19, 24-28].

Therefore, using the presented algorithms, the course of adaptation of the quantum-
inspired and evolutionarily improved neural model of the RDN system was obtained, presented
in Fig. 4. As a result of the calculations, an improvement in the adaptation value in the quantum-
inspired AE for the RDN system model was obtained from the value of 0.990366 to the value
of 0.990374. Numerical examples were also included in the above-mentioned authors’ works
[17-19, 24-28].

Figure 1. The course of adaptation of the quantum-inspired and evolutionarily improved neural model
of the RDN system. Designations: epoch - the next population obtained using the quantum-inspired and
evolutionarily improved neural model, adjustment value - the value of the adaptation function. Source:
Own study in MATLAB and Simulink environment [17-19, 24-28].

The presented results concern, among others, 6:00 and the MAPE error test results obtained
in this thesis for the MIMO model trained on the ANN on the same 2019 data regarding the
RDN system checked in price modeling in 2020 were referred to them (Table 1).

Table 1. Summary of MAPE errors [%] in price forecasting for 2020 for 6:00 using models obtained
for data from 2019. Source: Own study using the selected results.

hour 6:00 2020 month week day
Model MISO [11] 32.00 7.00 10.05 4.58
Model MISO
with ANN correction [11]

31,33 7,24 6,96 3,83

Neuronal model (own study) 10,52 7,47 8,85 8,52

5 Conlusions and Further Reserach Directions

The paper discusses the essence of the quantum-inspired System Evolutionary Algorithm,
which was used to improve the weights and biases of the neural model of the Day-Ahead
Market System of the Polish Power Exchange. In order to verify the method, an appropriate
Perceptron Artificial Neural Network was designed and implemented in the MATLAB and
Simulink environment, which was taught to the Day-Ahead Market system model.
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Then it was assumed that the obtained parameters of the neural model, i.e. weights and
biases, are quantum-encoded numbers, the values of which were corrected by the quantum-
inspired Evolutionary Algorithm. Finally, a hybrid model was obtained in the form of an
Artificial Neural Network with weights and biases corrected by a quantum inspired Evolu-
tionary Algorithm. As a result of the conducted research, the relative error improvement was
obtained from the level for different hours of the day from 0.11% ÷ 0.12% to the level from
0.04% ÷ 0.05%, i.e. by an order of magnitude.

Quantum inspirations are associated with the introduction to artificial intelligence models
of additional uncertainty resulting from quantum mixed states, including in particular the
probability modules of quantum states. The essence of the method consists in indicating the
dominant states and the extent of their dominance for quantum mixed qudit states, in particular
qubits.

The theoretical propositions of the Quantum Inspired Evolutionary Algorithm were veri-
fied on the example of the neural model of the Day-Ahead Market of the Electricity Exchange
Market in Poland, which involved designing in the MATLAB and Simulink environment,
implementing and conducting appropriate research checking the functioning of three neural
models, the neural model of the DAM system, a neural model with modified weights and
biases using AE and a neural model with modified weights and biases using quantum inspired
AE.

It shows, among others, some problems identified in the course of research, which may
constitute new research directions, such as the development of a method of dequantizing
quantum written binary numbers (for simplification called quantum mixed states) into numbers
written in the decimal number system, etc.
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Rewiring the Connectome, and non-von Neumann Computer
Architecture (Extended Abstract)

Abstract. Structural plasticity in the brain (i.e. rewiring the connectome) may be viewed
as mechanisms for dynamic reconfiguration of neural circuits. First order computations
in the brain are done by static neural circuits, whereas higher order computations are
done by dynamic reconfigurations of the links (synapses) between the neural circuits.
Static neural circuits correspond to first order computable functions. Synapse creation
(activation) between them correspond to the mathematical notion of function composi-
tion. Functionals are higher order functions that take functions as their arguments. The
construction of functionals is based on dynamic reconfigurations of function composi-
tions. Perhaps the functionals correspond to rewiring mechanisms of the connectome.
The architecture of human mind is different than the von Neumann computer architec-
ture. Higher order computations in the human brain (based on functionals) may suggest
a non-von Neumann computer architecture, a challenge posed by John Backus in 1977
[3]. The presented work is a substantial extension and revision of [2].

Keywords: higher order computations, rewiring the connectome, non-von Neumann
computer architecture

1 Extended Abstract

Gedankenexperiment: a backward time travel of a computer:
A contemporary computer was moved into the XIX-th century so that scientists could

make experimental research. Actually, the idea underlining the functioning of a computer is
extremely simple; it is the von Neumann computer architecture. Would it be possible for the
scientists of nineteenth century to discover the idea by examining the electric circuits and their
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complex functioning of the working computer system consisting of: monitor, a motherboard,
a CPU, a RAM, graphic cards, expansion cards, a power supply, an optical disc drive, a hard
disk drive, a keyboard and a mouse? What about BIOS and operating system as well as many
applications installed?

Perhaps the Gedankenexperiment may serve as a metaphor of the research on the human
brain functioning. Although great discoveries and achievements have been made in Neuro-
biology, the basic mechanisms (idea) underling the human brain functioning are still a great
mystery.

The research on computational models of neural circuits is well established starting with
McCulloch-Pitts networks [6] via the Hopfield model ([4] and [5]) to recurrent neural networks
(RNNs). It seems that RNNs adequately represent the computations done in the human brain
by the real neuron networks. From the Computer Science point of view, RNNs are Turing
complete (Siegelmann and Sontag [10]), i.e., every computable function may be represented
as a RNN. However, Turing machine is a flat model of computation. There are also higher
order computations, i.e. computable functionals where arguments (input) as well as values
(output) are functions.

The Virtual Brain (TVB [9], www.thevirtualbrain.org) project aims at building a large-
scale simulation model of the human brain. It is supposed that brain function may emerge
from the interaction of large numbers of neurons, so that, the research on TVB may contribute
essentially to our understanding of the spatiotemporal dynamics of the brain’s electrical
activity. However, after more than 10 years of intensive and expensive research and the
expenditure of hundreds of millions of euros, it is still unclear how this activity may contribute
to the comprehension of the principles of the human mind functioning.

Adolphs 2015 [1]: “Some argue that we can only understand the brain once we know how
it could be built. Both evolution and development describe temporally sequenced processes
whose final expression looks very complex indeed, but the underlying generative rules may be
relatively simple ... ”

Another interesting approach is due to Juergen Schmidhuber: “The human brain is a
recurrent neural network (RNN): a network of neurons with feedback connections”; see
http://people.idsia.ch/ juergen/rnn.html . Indeed, real neural circuits can be modeled as (con-
tinuous time) RNNs. Despite the enormous complexity of a hypothetical RNN modeling the
human brain, there is a paradox here because (continuous time) RNNs are nonlinear dynamic
systems. It means that RNNs are high level mathematical abstractions (of human mind) involv-
ing the notion of space-time Continuum that comprises actual infinity. These very abstractions
are created in the human brain (consisting of a finite number of cells), i.e. the notions related
to space-time continuum are represented (in the brain) as finite structures.

Some parts of the connecome may and should be considered as modules responsible
for particular (elementary) cognitive functions of the brain. This very modularity reduces
considerable the complexity. Once the modules are distinguished as functions with clearly
defined input and output, it gives rise to compose them. The composition is, in turn, the basic
mechanism for constructing higher order functionals. However, it seems that RNNs still lack
the modularity and ability to compose the modules. Perhaps, if the notions of modularity
and computable functionals were introduced to RNNs, they could model the higher order
computations as dynamic formation and reconfigurations of the links (synapses) between the
neurons.
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Recent advances in Neurobiology prove that reconfigurations of functional brain networks
are responsible for higher organization of information processing in the neuronal connectome.
However, generic mechanisms for dynamic reconfigurations of connections between neural
circuits are not known. Since information processing in the brain is identified with computa-
tions performed by neural circuits, higher organization of information processing in the brain
corresponds to higher order computations in Computer Science. They are based on the notion
of functionals that take functions as arguments and return functions as values. It is well known
that constructions of such functionals are based on dynamic creations and reconfigurations of
data-flow connections between elementary functions. This fact strongly relates functionals to
the generic mechanisms for dynamic reconfigurations of connections between neural circuits
in the brain.

The foundations of the mind functioning might be ingenious in its simplicity although the
underlying biological mechanisms are extremely complex and sophisticated. Hence, in order
to model neural circuits and the mechanisms responsible for structural changes in the neuronal
connectome, let us use much more simple (than RNN) primitive notions from Mathematics
and Computer Science, i.e. the computable functions and computable functionals. Since
Mathematics is a creation of the human mind, the Foundations of Mathematics may shed
some light on the principles of the brain functioning. That is, the basic mathematical notions
can be recognized as concrete mental structures, and then the corresponding mechanisms of
the human brain can be discovered.

Evidently, the architecture of human mind is different than von Neumann computer arch-
tecture. Perhaps a non-von Neuman architecture (postulated by John Bacus [3]) may result
in implementation of the functionals in hardware in the very similar way as it is done in the
human brain.

To conclude, the fundamental assumption of the presented work relates functionals (as
higher order computing) to higher order information processing in the human brain.

This may give rise to expect that higher order computable functions (functionals) have
counterparts in the human brain.

Composition (as link creation) is the basic operation for function constructions as well as
for construction of higher order functions (functionals). This very composition corresponds
to synapse creation (activation) in the brain.

Functionals are construction (as mental structures) of the pure intellect of the human mind.
Hence, the following hypothesis seems to be reasonable:

The mechanisms that are responsible for the higher order organization of information
processing in the human brain correspond to computable functionals.

The principles for constructing such mechanisms (functionals) are extremely simple like
the ones that are basis for the von Neumann computer architecture. Contemporary computers
(built on the the von Neumann computer architecture) are sophisticated in their functionality.
In the same spirit, human brain and its functioning (self-consciousness, cognitive structures,
behavior, learning, emotions, feelings, relation with other humans, etc.) are sophisticated
despite the fact that they are based on extremely simple principles.

Since the architecture of human brain is definitely different than von Neumann computer
architecture (see von Neumann 1958 [7] and 1966 [8]), the mechanisms for rewiring the
connectome (i.e. the meta-plasticity) may give rise to develop a non-von Neumann computer
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architecture and a corresponding function-level programming language postulated by John
Backus 1977 [3].
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Dependence of Spectrogram from Graph Spectral Clustering
in Text Document Domain on Word Distribution Models
(Extended Abstract)

Abstract. Based on our earlier studies, we hypothesize that the shape of the spectrogram
of a Laplacian of similarity matrix, used in Graph Spectral Clustering, could be attributed
to writing style of the authors of the document group in the cluster. We investigate this
hypothesis for a couple of models of word distributions.

Keywords: Explainable AI, Graph Spectral Clustering, Eigenvalue Spectrum of A Laplacian,
Artificial Text Generation from Simple Language Model.

1 Introduction
This work aims to extend our previous studies on the specific shapes of combinatorial Laplace
spectrograms, to unravel the hidden nature of graph spectral analysis (GSA) methods.
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Despite its effectiveness, the “black box” nature of GSA makes companies reluctant to
use it because the analysis results are expressed in terms of vectors and eigenvalues [6, 10].
This situation prompted the emergence of the so-called Explainable Artificial Intelligence
(XAI) [1].

Previous research in GSA focused on exploring a few eigenvalues and eigenvectors [9].
However, we discovered that one could also use the full eigenvector spectrogram of eigen-
values [2]. This spectrum proved to be sufficient for classification [2], incremental clustering
[4], hashtag explanation [8], and others. However, the question of why the aforementioned
application areas benefited from eigenvalue spectrograms remained open. We hypothesize
that the characterization of clusters/classes via spectrograms is possible due to the specific
“style” of writing. The investigation, outlined in detail in Section 3 is an extension of the
work in this direction presented in [5] by exploring another theory of word distribution in
documents, namely the lognormal distribution. The experimental results are presented in
Section 4. Section 2 overviews related work, while Section 5 presents our conclusions and
outlines future resear ch.

2 Related Work

GSA in the clustering domain, explanation of which we want to contribute to here, is typically
carried out using relaxations of ratio cut (RCut) graph clustering techniques. A similarity
matrix is transformed to its Laplacian, for which the matrix of its eigenvectors is computed. A
column submatrix linked to the k lowest eigenvalues of the related graph Laplacian is used as
graph embedding, and rows of which are subjected to the k-means method [9]. For a similarity
matrix S between pairs of items (e.g. documents), a combinatorial Laplacian L is defined as

L(S) = T (S) − S, (1)

where T (S) is the diagonal matrix with tjj =
∑n

k=1 sjk for each j ∈ [n].
The RCut clustering criterion itself means splitting a graph into parts in such a way that

for each cluster, the average weight of links leading outside of a cluster is the lowest. Formally,
RCut aims at finding the partition matrix PRCut ∈ Rn×k minimizing the formula H ′LH
over the set of all partition matrices H ∈ Rn×k. This problem is NP-hard. GSC relaxes
it by permitting that H is a column orthogonal matrix without further constraints. Then the
solution is simple: the columns of PRCut are eigenvectors of L corresponding to the k smallest
eigenvalues of L. Further details can be found in e.g. [9].

The cosine similarity between the documents’ bag-of-words representations is typically
used to calculate the similarity matrix S between textual texts. (see e.g. [9]). Therefore,
in this simulation study, we use models of word distribution in order to generate artificial
documents. One of the earliest proposals of word distribution functions was so-called Zipf
law [11], generalized in a number of ways, including the Mandelbrot version [7], where the
word distribution is proportional to:

Prob(wi; α, b) =
1

(i+b)α∑nw

ℓ=1
1

(ℓ+b)α

(2)
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In this formula b plays the role of a distribution shift parameter, usually α ≈ 1 and b ≈ 2.7. i
ranges from 1 to nw, where nw is the number of words in the dictionary, and α is a parameter,
usually set to 1. We investigated this distribution type in a previous paper [5].

In this paper, we focus on the quite popular competing lognormal model [3]. The log-
normal distribution is defined as follows: Given a standard normal variable Z, and two real
variables µ, σ,the latter being positive real, the distribution of the random variable

Prob(wi; µ, σ) = 1
wiσ

√
2π

e− (log(wi)−µ)2

2σ2 (3)

is called log-normal distribution.
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Figure 1. Spectrogram dependence, for artificial data generated, left: on number of words in the dictio-
nary, right: on µ parameter

3 Experimental Settings

The goal of the study was to see if a generative model of synthetic texts may resemble actual
ones using a predetermined parameterized word distribution. That is if changes in various text
style elements impact shape of the spectrograms in such a way that spectrograms differentiate
the style. A generator was developed that generates artificial papers using a bag of dictionary
terms sampled based on certain word distribution criteria and other document attributes. The
appropriate combinatorial Laplacian spectra are examined and document similarity matrices
are calculated for every set of created documents. To ascertain their impact, the parameters
are changed one at a time. We investigated the log-normal model (formula (3)) and checked
the following parameters: nw - dictionary size, µ - log-normal distribution parameter (mean),
σ - log-normal distribution parameter (standard deviation), doclen0 - document basic length.

In the experiments, one parameter was changed at a time, while the other ones were kept
at default level. Default parameters were: nw = 1000, µ = 0, σ = 4, doclen0 = 60, Table
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1 lists the parameter value ranges used in the experiment. In each run, 1600 documents were
created.

Parameter Value Range
nw {800,1000,1200,1400,1600}
µ {0, 1, 2, 3}
σ {4,5,6,7,8,9,10}
doclen0 { 30,60,120,240,480}

Table 1. Ranges of parameters used in the experiments. %

4 Results of Experiments

The impacts of individual parameters on the spectrogram are presented in Figures 1 (nw, µ)
and 2 (doclen0, σ), An increase of nw (dictionary size) appears to move the spectrogram
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Figure 2. Spectrogram dependence, for artificial data generated, left: on σ parameter, right: on document
length.

downwards. An increase of µ (distribution parameter) appears to move the spectrogram
downwards. An increase of σ (distribution parameter) appears to move the spectrogram
downwards. Only n increase of doclen0 (document length) seems to move the spectrogram
upwards.

5 Conclusions

We have studied the dependence of spectrograms of combinatorial Laplacian on several
parameters of document collections generated artificially from widely accepted log-normal
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models of word distributions. All the generator parameters appear to impact the spectrogram
shape, confirming our hypothesis that the writing style io responsible for the capability to
discern between clusters/classes of textual documents via Graph Spectral Analysis.

The presented research results can be used as a basis for studies on document group
similarity or collective authorship, as well as experiments with synthetic data on the utility
of Laplacian eigenvalue spectra for Graph Spectral Analysis based clustering, incremental
clustering, and document classification. They can also enrich explanations of the results of
traditional spectral clustering, if an interpretation of log-normal distribution parameters is
found.
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Using Binaural Sounds in VSR Game To Support Spatial
Orientation Skills of Visually Impaired People
(Extended Abstract)

Abstract. Spatial orientation skills are crucial for the comfortable everyday functioning
of a blind person and affect both their physical functioning and mental well-being.
Currently, developing spatial orientation is usually carried out through training courses
conducted in a traditional form without the support of any electronic tools. Training
them in a real city environment, even under the supervision of an instructor, is often a
very stressful process for the student. In this paper, we propose a solution of a simplified
city space simulator created in the form of a game using 3-dimensional binaural sounds,
which can be used at home to develop basic spatial orientation skills for blind people.
The solution was tested with 3 blind users and the idea on which it was based was
positively received. Such a game may be the first step towards developing more advanced
applications supporting the teaching of spatial orientation to blind users

Keywords: Blind users, Binaural sounds, Virtual Sound Reality, Spatial orientation.

1 Introduction

Blind users often grapple with the daunting challenge of navigating open areas independently
due to their limited mobility. For such movement to be possible, they must acquire many
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skills related to spatial orientation. In order to acquire these skills, dedicated mobility and
spatial orientation courses are organized for them. However, participating in such a course
and the activity of moving itself can be very stressful. Therefore, a good solution seems to be
supporting this activity with various types of simulators and games that can help train spatial
orientation skills in a much less stressful home environment.

Taking up this challenge, we propose a combination of a simplified ontology and binaural
sounds to support the process of training spatial orientation skills for blind people. A practical
implementation of this issue is a game developed in the Unity environment using a simple
user interface and binaural sound scenes.

2 Related Solutions

Many tools exist that significantly facilitate navigation and spatial orientation for blind people.
Traditional methods include white canes and guide dogs. However, they only sometimes
provide all relevant information about the environment.

Fortunately, in recent years, many modern electronic solutions have appeared that signif-
icantly expand the independence of blind people in terms of spatial orientation. An example
of a dedicated solution supporting outdoor navigation is ”Seeing Assistant Move.” It helps in
searching for a destination address and provides a list of nearby points of interest such as inter-
sections, shops, or bus stops. The program automatically guides the user to the selected point,
records the route, and responds to voice commands. Another helpful tool is ”DotWalker”,
designed for Android devices. The application allows the user to set landmarks on the map
and informs him /her about the direction he/she needs to take and the distance he/she needs
to cover.

Supporting navigation inside buildings is a bigger problem than outside navigation because
GPS-based tools are unavailable. An example of such a tool is NaviEye [2]. Some Devices
detect obstacles on the road. They scan the area using various sensors and cameras and warn
the user about potential road hazards. An example of such technology is the application
Obstacle Detector – [1] For Blind.

One of the few complete solutions supporting indoor navigation is the NavCog system. It
uses a network of beacons, i.e., Bluetooth low energy (BLE) transmitters, to locate the user
using an approach based on the K-nearest neighbors (KNN) algorithm [4]. ”NavCog” guides
the user through the surroundings and informs him/her about nearby points of interest, such
as doors, shops, or lifts. A solution similar to ”NavCog” is the ”NaviSecure” application [3].
The system supports the navigation of students and employees on the academic campus. Like
”NavCog,” it is based on an infrastructure of Bluetooth low-energy (BLE) transmitters and a
map expressed in a dedicated ontology. However, unlike NavCog, it supports not only blind
people but also people with other disabilities and can be used by all users.

3 Map Ontology for VSR

We propose a system based on virtual sound reality (VSR) to facilitate the training of the
blind’s spatial orientation skills. It consists of two main components. An ontology we created
for this purpose may be seen as an intelligent database in which information about the user’s
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environment is stored, and a set of sound scenes is recorded using binaural technology. These
scenes represent the environment, replacing the visual image with 3-dimensional binaural
sounds and speech messages emitted by the speech synthesizer. An ontology aims to describe
the city space in which a blind person is to move. This ontology has been defined in OWL
language as a hierarchy of classes, properties, data properties, and individuals. The main class
is a City Component that represents the physical and stationary elements of the city. Further,
more specific classes are inherited from this class. There are Elements_Of_City Architecture
such as Advertising Column, ATM, Boltard, or Bus Stop. Another is a class Infrastruc-
ture_For_Pedestrians along with subclasses such as Lift, Pavement, Pedestrian Crossing, or
lights, There is also a Road_Infrastructure along with subclasses such as Bridges, Cross Roads,
or Street, There are also classes such as Location, Real Estate, Vehicle, and Voice

OWL data properties define the data types that can be assigned to the OWL classes).
For example, the Address class has defined data properties such as address_country_name,
address_post_code, and address_building_number.

OWL object properties are binary relations (between two OWL things) on OWL individ-
uals. They can be relations such as appliesToPedestrian, hasDirectNeightbor, isLocatedOn,
and recordedInTheLocation.

In order to represent specific objects in the ontology, individuals have been defined. For
example, the pedestrian crossing across Sienkiewicza Street is a specific individual of the
Pedestrian Crossing class.

Indeed, the above class hierarchy proposal can be expanded with new classes as needed.
However, in the example application described in this paper, the ontology has been simplified
for the purpose of creating a game board on which the user moves. Only a few simple classes
were created, e.g., Building, Car, Player, Point, Tile, and TrafficLight. Although classes such
as buildings or cars are intuitive, we have to explain that the Tile class represents a fragment
of the city map, and the point class represents coins that the player collects during the game.

4 Implementation of Orientation Training Support

The game proposed in this work aims to support the spatial orientation skills of blind users.
After starting the game, a city map is randomly selected from several available maps stored in
CSV vector graphics. The system then randomly selects places on this map where coins are
placed. To simplify navigation, all maps have a structure consistent with urban metrics, i.e.,
all streets are perpendicular. When starting the game, car objects are also generated, and the
routes they will move are determined. During the game, the cars can be heard by the player
through the appropriate sounds of running engines. These are also binaural sounds, thanks to
which the user can recognize whether a car is passing, for example, in front of it from right
to left or from behind to the road on the right. By listening to these sounds, the player can
determine in which direction the nearest road is, which sidewalk he is on, or whether he is
approaching an intersection. Another kind of sound signal is generated at intersections with
traffic lights. This is similar to the sound we can listen to in natural city traffic lights.

The first scene that appears after launching the application is a main menu. The menu has
four options: ”Start,” ”Help,” ”Scoreboard,” and ”Exit.” After selecting the ”Start” option, the
game starts. The game focuses on exploring the area of the city and collecting coins. During



Using Binaural Sounds in VSR Game To Support spatial Orientation Skills... 37

city exploration, the player can use the keyboard, where the W and S keys are responsible for
forward and backward movement, A and D for left and right movement, and the left and right
cursor arrows for rotating the camera 90 degrees in a given direction. Coins are placed on the
sidewalks next to the streets so the user can easily collect them. When the player approaches
a place with a coin, he hears a specially generated intermittent sound signal. Because it is a
binaural sound, the user hears it from the direction in which the place they are looking for is
located. Moreover, the sound signal becomes louder when the user is approaching the place
with a coin. When the player stands precisely in the place with the coin, another sound signal
is generated, and a voice message informs him that he has received a new coin. The critical
issue for a user is Avoiding moving cars. The game ends automatically if the player is on
the road and collides with a car. Situations at intersections are regulated by traffic lights that
change every 10 seconds. When the user approaches an intersection, cars stop when the light
is red and continue when it is green.

After completing the game, the user can view its results using the leaderboard panel. After
completing the game, the player can access the leaderboard manually or automatically from
the main menu. However, before the player can access the leaderboard, he/she must enter
his/her name. Then, the s name within the game result is saved to the database, and the results
table is displayed. The summary table shows the player’s name, obtained coins, and game
completion time.

5 Conclusions

In this paper, we presented a simple implementation of virtual sound reality, which is intended
to help blind people develop spatial orientation skills. Thanks to such implementations, they
can improve their spatial orientation skills in low-stress home conditions with a computer
and headphones. The game was tested by Three blind users who generally expressed positive
feedback on its concept. However, during the test, sometimes they needed some help in
precisely positioning their cursor in the place the coin was located so that the system would
add it to the pool of scored coins. They also emphasized that this is an outstanding feature
that develops concentration and enhances spatial orientation skills. Users also suggested that
additional signals, such as the sound of tapping a white cane on the ground, should be added
to the game, similar to what happens in reality. The game was implemented in a framework
of engineering work [5], so it still requires some expansion and improvement.
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Data Collection and Analysis in Social Anxiety VR Therapies
(Extended Abstract)

Abstract. Virtual reality (VR) therapy has emerged as a promising approach for treat-
ing social anxiety disorder by allowing controlled exposure to anxiety-provoking social
situations in a safe virtual environment. Collecting and analyzing physiological data
from participants during VR therapy sessions is crucial for monitoring their anxiety
levels, tailoring the therapy, and assessing treatment outcomes. This article discusses
the challenges and solutions for collecting and analyzing rapidly generated physiological
data, such as galvanic skin response, heart rate, and respiration rate, in the context of
social anxiety VR therapies. It explores techniques for real-time data streaming, storage
in efficient file formats like Apache Parquet, and subsequent analysis of the collected
data. The article also examines the role of data analysis in improving therapy proto-
cols, personalizing treatment, and advancing our understanding of the physiological
responses associated with social anxiety. By leveraging modern data engineering prac-
tices, VR therapy platforms can unlock valuable insights and enhance the effectiveness
of exposure-based interventions for social anxiety disorder.

Keywords: Sensor data, Data storage, Social anxiety, Virtual reality.

1 Introduction

In our social anxiety diagnosis and therapy platform, we use virtual reality to simulate an
environment for the therapy participant that triggers certain reactions in them. In the course



40 W. Bartyna, M. Stepniak

of conducting therapy sessions, data is collected from physiological sensors, which can be
used to monitor the current state of the therapy participant, as well as for later analysis. There
are many publications addressing the topic of physiological monitoring during virtual reality
therapy[6]. Our solutions focus on the problems of schoolchildren, but the results developed
could find wider applications.

At different stages of diagnosis and treatment, the requirements for data recording change.
In the data collection phase, the most important consideration is the speed of data recording
so that all information is recorded in time without data loss. Faster recording entails leaving
more processing power for other components of the system, making it possible, for example,
to present live data during the session. After diagnostic or therapeutic sessions, the collected
data is used for analysis. In this case, the most important thing is the reading speed, but not just
the sequential reading of the full data set. More important is the ability to lookup information
directly in the file. This is especially important for huge data sets, on the order of gigabytes.
After the analysis stage, the data is archived so that it is also available in the future. The size
of the data is most important at this stage, to minimize the cost of the media used for storage.
Reading speed plays a secondary role in this case, if we assume that the archived data can be
read and converted back to an efficient form.

The assumptions are that the data from the physiological sensors are to be recorded
continuously or at short intervals. Thus, in the event of some software or hardware failure,
the stored data will be readable (we ignore the failure of the disk, data storage). Therefore,
the storage format must allow the addition of new data to previously stored data. In the case
of a fixed object format (data chunk, measurement), the best option is tabular formats that
allow incremental addition of more rows. Other popular data formats will also be examined
to confirm these assumptions.

One option for recording is to use a database. Unfortunately, due to transaction handling
and integrity mechanisms, the performance of this solution will be lower than when writing
directly to a file. If integrity mechanisms are disabled, the integrity of the database may be
lost.

2 Physiological Sensors for Anxiety Therapy

From the many types of physiological sensors, there are a number of choices that are par-
ticularly useful for analyzing the condition of the therapy participant. It is worth bearing in
mind that a sensor that gives more precise information will not always be the best choice. For
example, an EEG sensor provides such information, but its use is cumbersome due to the need
to connect electrodes on the participant’s head.

ECG sensors[3] measure the electrical activity of the heart. ECG sensors can monitor heart
rate and heart rate variability (HRV). Increased heart rate (tachycardia) occurs in stressful
situations. Decreased heart rate variability is an indicator of sympathetic system arousal[5].

EDA sensors[2][4] measure skin conductance, which increases in response to emotional
and stressful stimuli, social stress. It can determine the overall level of emotional arousal.

BVP (Blood Volume Pulse) sensors measure changes in blood volume in blood vessels.
They typically use photoplethysmography (PPG)[1], which measures changes in light ab-
sorption by tissues, which is correlated with blood flow. BVP sensors can measure pulse
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and provide data on heart rate and heart rate variability. Increased heart rate and heart rate
variability can be used as indicators of stress and anxiety[7].

Respiratory sensors monitor parameters related to breathing[11], such as respiratory rate,
volume and airflow. They can be used to diagnose and monitor respiratory disorders such
as sleep apnea. There are various ways to measure breathing parameters. Respiratory belt
sensors[1] record the movement of the chest or abdomen during breathing. A spirometer[9]
measures the volume and flow of air during breathing and is used to assess lung function.
Airflow sensors measure airflow through the airways, often using thermistors or other mea-
surement technologies. Monitoring respiratory rate and depth can be useful for assessing a
patient’s response to social stressors[12]. During the analysis phase, breathing patterns specific
to the participant during anxiety situations can be determined.

EEG sensors[10] measure the electrical activity of the brain. They are used in the diagnosis
and monitoring of neurological disorders such as epilepsy. They can also be used, for example,
to determine a person’s level of concentration.

EMG (Electromyogram) sensors[8] measure the electrical activity of muscles, which is
useful in diagnosing muscle and nerve diseases. Changes in muscle tension can be observed
in stressful situations.

Regardless of the type of device, these return at a certain frequency (usually high) the
results of measurements that our system must effectively record.

3 Comparison of File Formats

Figure 1. Comparison of the execution time of write operations

There are several file formats that allow storing different data structures. Some require
that the object structure be kept the same throughout the file, and there are others that allow
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complete freedom in this regard. Text formats can be stored in a direct human-readable form,
without the need for dedicated applications to read the file. Text formats, however, take up
much more disk space. This article will examine the most popular file formats, most of
which can be described as the de facto standard for exchanging information between different
systems. These formats are XML, CSV and TSV, YAML, BSON, JSON Lines, MessagePack,
Apache Avro, HDF5, and Parquet.

The results of data writing tests using the various formats will depend on the test platform,
mainly the performance of the CPU, the amount of memory and the speed of the disk. In
addition, the format of the data we will write is important. More unique data will directly
affect the size of the resulting file. The use of a complex hierarchical structure can affect both
the writing speed and file size.

The object structure for each measurement was adapted to the types of sensors used in
the system, i.e. BVP, GSR, EMG and temperature. Individual measurements will contain the
following data: timestamp, signal type, value and signal status.

A console application written in C# on the .NET 8 platform was used to test different stor-
age formats. In addition to the platform’s standard libraries, the following libraries were used:
Apache.Avro, CsvHelper, HDF5-CSharp, MessagePack, MongoDB.Bson, Newtonsoft.Json,
Parquet.Net, YamlDotNet.

The tested dataset contained 2 million measurements. Figure 1 contains average write
times from 5 iterations of the test procedure. A significant advantage of binary formats over
text formats can be seen. The exception here is the BSON format. What is surprising is the
very long time to write a file in YAML format. Its structure is similar to the JSON Lines file,
so the write time should be similar. The likely cause is a suboptimal implementation of the
used library. Further analysis is needed in this regard.

Figure 2. Comparison of the sizes of the resulting files



Data Collection and Analysis in Social Anxiety VR Therapies 43

Analyzing the size of the resulting files for each format (see Fig. 2), it can be seen that
binary formats, which further optimize and compress the data, take up the least space. In the
middle we have text and binary formats with a concise structure for each portion of the data (a
small overhead of additional information). At the end, we have text files that record the names
of object properties/components for each record. Therefore, at the very end, we have an XML
format that encloses its elements with tags that contain their names.

4 Conclusions

The undisputed winner among the analyzed formats is HDF5. With outstanding writing speed,
the obtained file size is close to the best. A good choice might also be to use Avro and Parquet
formats, which generate files of similar size, and the time of this operation is not significantly
longer than that of the winner. If we want a text format that is human-readable, then the popular
CSV format will be the best choice here. The tests conducted are only a prelude to further
research. As it was mentioned, further phases of therapy require a different approach to data
storage and processing. Some formats can be configured accordingly (such as the degree of
optimization or compression), which will also affect the results obtained. There will also be an
analysis of different implementations of file handling libraries, including those implemented
by the authors.
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Cyber Threats of Machine Learning (Extended Abstract)

Abstract. The paper presents a detailed and comprehensive characterization of cyber
threats to machine learning models and applications. Basic classifiers are characterized
and the purposes of an intentional attack against a typical classifier are described.
Vulnerabilities, methods for detecting, countering and responding to each of the cyber
threats are described. In particular, attention was paid to such threats as: attack on
machine learning model, adversarial attack, poisoning attack. attack via backdoor, attack
on data protection mechanism, replay attack, denial of service attack, learning model
theft, malware and data privacy breach. In the conclusion recommendations were made
on the scope of regulation in the area of cyber threats to machine learning models and
applications.
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1 Introduction

The rapid technological advances associated with artificial intelligence solutions are causing
new cyber threats specific to artificial intelligence - AI - to emerge in cyberspace. As artificial
intelligence becomes more widespread, the risk of cybercriminals exploiting this technology
increases. The importance of issues related to AI cyber threats is evidenced by the fact that
a report commissioned by British authorities clearly indicates that the scale and effectiveness
of AI-related cyber attacks will increase significantly by 2025 [1]. It is also worth noting that
a Gartner Group report on 10 strategic technology trends, released in 2024, places threat and
risk management for artificial intelligence systems at the top of the list [9].

In January 2017, more than a hundred prominent artificial intelligence researchers and
practitioners met at the momentous “Asilomar Conference on Beneficial AI,” organized by
the Future of Life Institute [8]. Its outcome was the formulation of twenty-three so-called
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Asilomar Principles. According to them, the development of artificial intelligence should be
based on certain principles to ensure that emerging solutions in this field will benefit humanity.
According to the sixth principle, artificial intelligence systems should be secure throughout
their life cycle, and where applicable and feasible, this should be verifiable.

There is a great number of publications related to AI cyber security. They have emphasized
that artificial intelligence, and machine learning in particular, will be the tools of the future in
the area of ensuring a high level of cyber security, especially in the area of threat recognition
and attack detection or cyber security management. It was also emphasized that systems using
machine learning algorithms will themselves become targets of attacks, and this in turn opens
up completely new spaces for manipulation and creation of cyberattack methods [3] [4] [5]
[6] [7] .

Research and practical problems concerning AI cyber security and possible applications
of this technology in cyber security are of interest to researchers, IT decision makers and
many government and international agencies. According to researchers and cyber security
experts, cyber threats to AI will be among the major challenges in the coming years. These
threats are not fully understood and are an area of interest for many researchers. The scientific
community agrees that when studying threats and attacks on AI systems, it is important to
emphasize the fact that we are dealing with a huge group of existing or anticipated threats,
more or less known from the past practice of those involved in ICT security, and a new area
of threats specific to the algorithms, models and data used by AI [2].

2 Problem Statement

A very important issue is a holistic approach to AI cyber security. It is therefore necessary to
analyze AI cybersecurity issues in the context of the entire life cycle of AI models. Therefore,
when studying AI threats, one should not focus only on selected phases of the AI system life
cycle, such as data acquisition, model training or system deployment. In this article, the life
cycle of an artificial intelligence model is presented, and each phase is described in detail [4].

The scale and dynamics of change in the area of cyber threats to machine learning
models are currently the biggest challenge facing AI designers and cybersecurity experts. It
is estimated that cyber threats to machine learning models will dominate the cyber landscape
in the coming years and affect all phases of their lifecycle.

Analyzing the challenges we face in the area of ensuring an adequate level of cyber security
for AI-based systems, the author defines the following categories of threats [4] :

• Targeting the algorithms or AI models themselves,
• For the process of managing and processing the data used by AI algorithms,
• For the process of training algorithms with data sets,
• For software implementation of models and artificial intelligence system,
• For existing ICT infrastructure vulnerabilities, virtualized, cloud or physical, on which the

Artificial Intelligence systems are working,
• Immaturity and technological vulnerabilities,
• Non-intentional damage or errors
• Violations of laws, contracts, regulations
• Errors or failures of Artificial Intelligence systems,
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• Data interception, unauthorized disclosure of data or models,
• Physical attacks,
• Loss of connectivity,
• Environmental disasters or phenomena

Considering the topic of cyber security in all of the above categories reflects a holistic
approach to the threat area of all ICT and Artificial Intelligence systems.

The paper presents a detailed and comprehensive characterization of cyber threats to
machine learning models and applications. The basic classifiers were characterized and the
aims of a targeted attack against a typical classifier are described. Methods for detecting,
countering and responding to each cyber threat are described. Machine learning models, the
basis of many AI systems, are vulnerable to a variety of attacks. Adversarial attacks, which
involve manipulating input data to confuse the model, pose a serious threat, especially in
the context of systems responsible for critical decisions, such as facial recognition systems
and autonomous vehicles. Equally dangerous are poisoning attacks, which involve injecting
malicious data into the model’s training process, which can lead to a significant reduction
in its effectiveness or even render it useless. Another threat is backdoor attacks, which allow
unauthorized access to an AI system and manipulate its operation.

The paper also discusses the dangers of attacks on data protection mechanisms. Mecha-
nisms such as encryption, which are designed to secure data from unauthorized access, can
be the target of attacks that lead to breaking or circumventing these protections. Attacks of
this type can have serious consequences, especially in terms of data privacy. In addition, other
important threats were highlighted, such as replay attacks, which involve reusing captured
data, and denial of service (DoS) attacks, which can disrupt AI systems. Also discussed are
the theft of machine learning models, which poses a threat to companies investing heavily
in developing these technologies, and malware that can be introduced into AI systems to
sabotage them or steal data. Data privacy breaches are another significant threat, especially in
the context of AI systems that process large amounts of personal data.

The list of cyber threats to machine learning systems presented by the author is a set
of issues that should be considered as starting points for further in-depth considerations,
obviously aimed not only at detailing them, but also at exploring the complementary area of
cybersecurity. As you can see, the issues are at very different levels. Some are technical in
nature, while others relate to the risks of a particular user (e.g., privacy). This shows how
diverse the set of issues to be considered when exploring Artificial Intelligence cyber threats
is.

The analyses and assessments presented in the paper are the result of the author’s research
in a number of corporations, using machine learning and artificial intelligence tools. The
presented results are a fragment of a very extensive research topic on the model of cyber
threat management in terms of organizational security. The paper proposes a systematic
research approach, combining a thorough review of the literature on the subject and existing
norms and standards related to artificial intelligence cyber threats with case studies and a
detailed examination of known cyber attack scenarios targeting machine learning systems.

The research findings presented in the paper have far-reaching implications for both
academia and cybersecurity practitioners. In particular, the work sheds new light on the
unique threats posed by the development of artificial intelligence, while emphasizing the
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importance of adapting existing protection measures to the specifics of AI technology. By
identifying these threats and developing appropriate defense strategies, it becomes possible to
strengthen the resilience of AI systems against various forms of attacks, which are becoming
more sophisticated and difficult to detect over time.

The research also included an analysis of the phases of the artificial intelligence system
lifecycle - from data collection and model training to deployment and operation - highlighting
the unique security challenges at each stage. Vulnerabilities were identified and appropriate
detection, countermeasure and response strategies were discussed. Special attention is given
to the development and implementation of defense mechanisms, such as user training, data
cleansing processes, and techniques for enhancing model resilience.

The paper also highlights the importance of a proactive and holistic approach to cyber
security in the context of artificial intelligence. Only such an approach, which takes into
account all aspects of the life cycle of AI systems, from design to deployment to ongoing
operation, can ensure that these advanced technologies can be securely integrated into the
wider infrastructure, including critical systems. Implementing such measures will ensure
that the development of AI will proceed without materially compromising cybersecurity,
minimizing the risk of abuse and potential attacks that could threaten not only individual
systems, but also entire sectors of the economy and government.

The presented research results can provide a basis for a discussion on the future of
cyber security in the era of rapidly developing artificial intelligence technologies, pointing to
directions for further actions necessary to ensure the safe and responsible development of this
key field.

The development of artificial intelligence should be based on clearly defined principals
that will ensure that the resulting solutions will benefit humanity. An important element of
this approach is to ensure that AI systems are secure at every stage of their life cycle, from
design to implementation to deployment and use. Of particular importance here is the ability
to verify these systems for their safety, which should be possible wherever feasible. In order to
achieve this goal, it is necessary to develop appropriate controls and regulations that address
the challenges of AI security.

The author of the paper also made recommendations on the scope of regulation in the area
of cyber threats to machine learning models and applications. It was also emphasized that
the applicability of artificial intelligence in a wide range of fields, the identification of cyber
security risks and the determination of appropriate security requirements should be based on
the analysis of a specific system and, if necessary, on sectoral standards.

It is important to develop the guidelines necessary to support existing technical and orga-
nizational standards that can support the cybersecurity of artificial intelligence systems, while
monitoring research and development progress and closely monitoring related developments.
It also emphasized the need to ensure regulatory consistency between the artificial intelli-
gence laws and cyber security regulations. Also important in this context will be defining the
conditions to be met by entities conducting compliance assessments of AI systems, i.e. that
they have standardized tools and competencies for AI cyber security.

In addition, the need for a robust regulatory framework to address the unique challenges
of AI has been highlighted. This includes not only securing individual systems, but also estab-
lishing norms and standards that will apply globally. In this context, international cooperation
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becomes crucial - only through the integrated efforts of various countries and organizations
will it be possible to create a unified approach to AI security.

The author also notes that it is important for understanding AI cyber regulations to
distinguish between general-purpose and high-risk AI systems. There are no studies in the
literature that specify criteria to clearly distinguish between these two types of Artificial
Intelligence systems. This state of affairs will require further research of comprehensive
testing of a wide range of Artificial Intelligence models, methods and tools.
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Application of Artificial Intelligence in Combat Vehicles
(Extended Abstract)

Abstract. This paper explores the integration and application of artificial intelligence
(AI) in combat vehicles, focusing on enhancing their operational capabilities and ef-
ficiency. The study begins with an overview of AI technologies used in military ap-
plications, including machine learning, computer vision, and autonomous systems. It
examines how these technologies are employed in various subsystems of combat vehi-
cles, such as navigation, target acquisition, threat detection, and communication.
The paper delves into specific AI-driven functionalities, such as autonomous navigation
systems that enable vehicles to traverse complex terrains without human intervention, and
advanced target recognition systems that improve the accuracy and speed of engagement.
Additionally, the integration of AI in decision support systems is discussed, highlighting
how real-time data analysis and predictive modeling can enhance strategic and tactical
decisions on the battlefield. Challenges associated with the deployment of AI in combat
vehicles are also addressed, including issues related to cybersecurity, the reliability of AI
systems under combat conditions, and the ethical implications of autonomous weapon
systems. Case studies of current and emerging AI applications in military vehicles are
presented, providing insights into practical implementations and future developments.
The paper concludes with a discussion on the potential future trends and advancements in
AI for combat vehicles, emphasizing the need for continuous research and development
to keep pace with rapidly evolving technologies. The importance of robust testing,
validation, and ethical considerations in the development of AI-driven combat systems
is underscored to ensure their effectiveness and compliance with international regulations
and standards.
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1 Introduction

A modern military vehicle is a complex technical system designed and built to meet specific
military requirements. This type of vehicle is intended to facilitate movement and perform
various tasks in combat conditions. Several aspects contribute to making a military vehicle a
complex technical system. A military vehicle is equipped with various mechanisms, such as an
engine, drivetrain, gearbox, suspension, and braking system, all of which must be exceptionally
durable to ensure the vehicle’s reliability and performance in harsh terrain conditions. Modern
military vehicles utilise advanced electronic and IT systems to control various functions of the
vehicle. These systems include, among others, engine control, communication systems, fire
suppression systems, safety systems, fire control systems, weapon stabilisation, and navigation.

2 Application of Artificial Intelligence in Combat Vehicles

In recent years, we have observed rapid progress in the implementation of Artificial Intelli-
gence (AI) systems across various fields. One of the key areas where AI is beginning to play
an increasingly significant role is in tanks and infantry fighting vehicles (IFVs). Modern AI
systems installed in these vehicles could significantly enhance their capabilities on the battle-
field. AI systems could assist the crews of tanks and IFVs in several areas. Firstly, they could
facilitate target acquisition and identification. AI algorithms can analyse images from cameras
and infrared sensors, recognising different types of enemy vehicles. This allows the crew to
detect threats more quickly and take appropriate action. Another functionality is supporting
fire control systems. The AI system evaluates shooting parameters, the speed and direction
of the target’s movement, and weather conditions, and based on this information, calculates
the best moment to fire and improves accuracy. The operator only needs to pull the trigger
when the system indicates. AI can also be helpful in navigation through unknown terrain. It
can recognise obstacles and plot the fastest and safest route for the vehicle to move. A part
of the system could also include a module for detecting mines and traps based on image
analysis from the cameras. Furthermore, AI systems can assist in maintaining the vehicle by
predicting mechanical failures before they occur, thus enhancing the reliability and longevity
of the vehicle. They can monitor the condition of various components in real-time, alerting
the crew to potential issues that need attention.

In summary, the integration of AI in military vehicles promises to revolutionise their
operational capabilities, making them more efficient, effective, and safer for their crews.The
implementation of AI would enhance the autonomy of tanks and infantry fighting vehicles
(IFVs). These systems can assist with tasks such as patrolling, surveillance, and convoy pro-
tection without continuous crew intervention. This reduces the workload on soldiers, allowing
them to focus on critical decision-making. There are existing examples of combat vehicles and
tanks that utilize artificial intelligence. The M1 Abrams tank employs the Advanced Targeting
and Lethality Aided System (ATLAS), which leverages AI. This system uses cutting-edge
detection technologies and machine learning algorithms to automate manual tasks during
passive target detection, enabling crews to engage three targets in the same time it would
normally take to destroy one [2]. Additionally, AI systems can handle various operational
tasks autonomously, enhancing the overall efficiency and effectiveness of military operations.
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This autonomy in tasks like reconnaissance, monitoring, and securing perimeters provides a
significant tactical advantage, as it frees up human operators to focus on more complex and
strategic aspects of missions. The broader adoption of AI in military vehicles is poised to
revolutionize modern warfare by increasing the capabilities and survivability of both vehicles
and their crews. The ability to process vast amounts of data in real-time, make informed
decisions quickly, and execute tasks autonomously will be critical in future combat scenarios.
In the Defense Visual Information Distribution Service (DVIDS), photographs from a 5-week
U.S. Army exercise codenamed Project Convergence 2022 (PC22), dated November 5th and
held in California, have been published. They depict an M1 Abrams tank integrated with
the new Advanced Targeting and Lethality Aided System (ATLAS), which employs machine
learning algorithms (commonly referred to as artificial intelligence) [3].

The published photographs show external elements of the ATLAS system, including the
main sensor mounted on a rotating arm on the turret just behind the 120-mm M256 smooth-
bore gun, as well as smaller sensors distributed along the entire turret. The latter could be laser
sensors from the I-MILES CVTESS (Instrumentable-Multiple Integrated Laser Engagement
System Combat Vehicle Tactical Engagement Simulation System). The rear part of the turret
shows additional I-MILES CVTESS elements and an extra cooling system, likely needed
to support the additional computers and other computing units of the ATLAS system. The
ATLAS system, developed under the supervision of GVSC DEVCOM (Combat Capabilities
Development Command’s Ground Vehicle Systems Center), is designed to utilise state-of-the-
art detection technologies and machine learning algorithms to automate manual tasks during
passive target designation, allowing crews to engage three targets in the time it would typically
take to engage one. ATLAS gathers image information and uses machine learning algorithms
to classify them according to the threat level to the tank. This information is then displayed on
the touch screen interface of the commander and gunner, along with options for selecting the
type of armament (main or secondary) and ammunition. The program fundamentally aims to
speed up target recognition for tank crews, eliminating the need for manual targeting. Nonethe-
less, the human-machine interface principle is maintained, meaning the commander/gunner
ultimately decides to conduct the attack (Human-in-the-Loop). In a more primitive version,
the ATLAS system was first integrated in November 2020 and tested in March 2021 with the
Griffin I infantry fighting vehicle technology demonstrator, developed by General Dynamics
Land Systems (GDLS). It was armed with the currently developing medium-caliber weapon
system ALAS-MC (Advanced Lethality and Accuracy System for Medium Caliber) with the
50-mm XM913 Bushmaster automatic cannon, which was integrated with the AiTR (Aided
Target Recognition) infrared sensor for target recognition (USA: Advances in ALAS-MC
development). AI-based solutions are also set to be integrated with the AbramsX technol-
ogy demonstrator, two units of which were presented at the Washington military equipment
exhibition AUSA 2022 by the Association of the United States Army, October 10-12 last
year. They would enhance crew situational awareness through cameras distributed around the
hull, forming part of the STA (See Through Armor) system that uses augmented reality tech-
nologies to project exterior images onto crew goggles, literally allowing them to see through
the armor in a 360-degree view around the tank (Washington military equipment exhibition
AUSA 2022, AUSA 2022: GDLS presents AbramsX technology demonstrator).

The fifth-generation Merkava, nicknamed Barak, is an Israeli tank equipped with tech-
nology, including AI systems, that enhances its effectiveness and intelligence reporting ca-
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pabilities for both the tank itself and other military units. The novelty includes AI-powered
sensors that enable autonomous target acquisition and rapid engagement [1, 4]. Both these
tanks leverage artificial intelligence to enhance their combat capabilities, demonstrating how
this technology can contribute to the future of military operations.

3 Diagnostic System in Autonomous Vehicles

Unmanned vehicles, such as drones and autonomous cars, often feature more advanced and
complex electronic, sensor, and navigation systems compared to typical commercial vehicles.
They require specialized diagnostic tools and expertise to properly assess these systems. In
unmanned vehicles, the control software and complex algorithms for sensor data processing,
decision-making, and navigation play a crucial role. Diagnosing these elements necessitates
specialized knowledge in programming and artificial intelligence. Safety is a critical aspect of
unmanned vehicles, as errors can lead to severe consequences. Diagnosing these vehicles must
account for rigorous safety procedures and redundancy tests for critical systems. Overall, the
diagnostics of unmanned vehicles require more specialized knowledge, tools, and procedures
due to the increased complexity of these systems. Furthermore, electromagnetic compatibility
(EMC) is of higher importance in this context. Ensuring that electronic systems in unmanned
vehicles do not interfere with each other and can operate correctly in various electromagnetic
environments is essential.

4 Conclusions

The integration of AI in combat vehicles significantly enhances their operational capabilities.
AI systems facilitate faster and more accurate target acquisition, improved navigation in com-
plex terrains, and real-time decision-making support. These systems use advanced detection
technologies and machine learning algorithms to automate tasks, allowing crews to engage
multiple targets simultaneously, thereby increasing combat efficiency and effectiveness. AI
enables autonomous operations for tasks like patrolling, surveillance, and convoy protection,
reducing the cognitive load on soldiers. Additionally, AI systems enhance vehicle reliabil-
ity by predicting mechanical failures before they occur, monitoring the condition of various
components in real-time, and alerting the crew to potential issues. This predictive mainte-
nance ensures higher reliability and longevity of the vehicles. AI systems in combat vehicles,
such as the Advanced Targeting and Lethality Aided System (ATLAS) on the M1 Abrams,
and AI-enhanced sensors on the Merkava V, significantly improve situational awareness and
safety. These systems use augmented reality and comprehensive sensor networks to provide
a 360-degree view around the vehicle, allowing crews to make more informed decisions and
react swiftly to threats. The implementation of rigorous diagnostic procedures and safety
measures ensures the reliable operation of these complex systems.
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Selection of the Programming Environment for EA
Implementation in order to Improve ANN as a Neural Model
of the TGE S.A. DAM System (Extended Abstract)

Abstract. The paper presents selected research results concerning the selection of a
programming language for the implementation of the Evolutionary Algorithm in order
to improve the parameters of the ANN as a neural model of the TGE S.A. system.
Due to the modeling of the intelligent system as an object of research using artificial
intelligence methods, very high-level programming languages such as Python, Matlab
and C# and related programming environments were used for modeling. It turned out,
among other things, that each of these languages and programming environments has,
among other things, rich libraries attached to them. The analysis of the implementation
indicates, among other things, that the choice of programming language greatly depends
on, among other things, the efficiency, speed and quality of the obtained implementations
of the system models. On this basis, special attention was paid to the advantages and
disadvantages of the programming languages selected for comparison, in particular for
the implementation of evolutionary algorithms. In addition, the method of conducting
comparative research, as well as the method of modeling and implementation on the
example of the TGE S.A. Day-Ahead Market system, was shown.

Keywords: Artificial Neural Networks, C#, Day Ahead Market (DAM), Evolutionary
Algorithm, Matlab, Python, TGE S.A.
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1 Introduction

Due to the fact that the search for the possibility of creating system models concerns intelligent
systems such as the Day Ahead Market (DAM) system operating at TGE S.A., the imple-
mentation should be preceded by comparative studies of programming environments and
related very high-level programming languages. The modeling methods used in the research
experiments are artificial intelligence methods, i.e. artificial neural networks and evolutionary
algorithms, hence it was decided to compare three programming environments: i.e. C#, Mat-
lab and Python as languages currently inspiring the best programming languages of artificial
intelligence methods and machine learning methods [1-2, 4-6, 13, 18, 26].

It was also assumed that in the first phase of design and implementation, a neural model
of the DAM system will be created by designing and teaching the Artificial Neural Network
a system model, the parameters of which will then be improved using the Evolutionary Algo-
rithm [28]. In particular, attention was paid to examining how differences in syntax, libraries
and programming tools affect the efficiency, speed and quality of the obtained solutions in the
form of neural-evolutionary models of the TGE S.A. system [12, 15, 19-20, 25].

An important additional goal of the research is the possibility of comparing the advantages
and disadvantages of programming languages and environments in the context of using
evolutionary algorithms in particular, which may be crucial for researchers dealing with
modeling systems of this class as the TGE S.A. Day-Ahead Market system, i.e. their design,
implementation and testing of the correct functioning of the electricity price forecasting system
[12, 15, 19-20, 25]. Through the prism of practical implementations and performance tests,
the conducted research provides valuable information for all those interested in the subject of
neural-evolutionary modeling [28].

2 TGE S.A. Day-Ahead Market System as a Neural Modeling System

The evaluation of the choice of programming language for the implementation of the evolu-
tionary algorithm used to improve the neural model has been used for many years. The authors
of [13] attempted to compare and evaluate selected programming languages from the point
of view of the speed of execution of basic operations in evolutionary algorithms in order to
determine the programming language for implementation. They showed, among others, that
there is no universal programming language that would work perfectly in all aspects, both in
terms of the size of chromosomes and the parameters related to them, as well as the structure
of the data used in a specific EA [1-2, 4-6, 10, 13, 18, 26].

They indicated, among others, that the combination of languages such as the C group,
which are known for their high efficiency in system modeling, with other languages such as
Python, which offer greater flexibility and prototyping speed, may prove to be an optimal
solution for specific applications in the design and implementation of evolutionary algorithms
[28]. The Day Ahead Market system of the Polish Power Exchange S.A. was chosen as an
intelligent system to conduct comparative studies of selected programming languages. The



56 J. Tchorzewski, M. Zakrzewski

Day Ahead Market system enables the Exchange participants to submit offers to buy and sell
electricity (ee) for delivery on the next business day [12, 15, 19-20, 25].

Neural modeling of the DAM system in the context of analyzing the possibilities of using
evolutionary algorithms to improve system models is an interesting research subject, because
the RDNDAM system:

1) generates huge amounts of data on commercial offers, energy prices, the amount of
available energy and other market factors, which can be successfully used to train neural
models and improve them using evolutionary algorithms [12, 15, 19-20, 25],

2) operates in a dynamic market environment, where energy prices are subject to rapid
changes depending on many factors, not only such as demand and supply, but also due to
unpredictable weather conditions, energy and environmental policy, etc.

3) requires complex and very well-prepared models for effective management of electricity
trade and thus minimizing risk.

It was assumed that the data available on TGE S.A. will concern the volume of electricity
delivered and sold on the Exchange on the input side of the DAM system in all separate hours
of the day and the average weighted by the volume of ee on the output side also in all hours
of the day [12, 19-20, 25, 28].

In connection with the above, the TGE S.A. Day-Ahead Market system is an interesting
research object in the context of selecting the programming language for research, model
implementation, and then in the scope of conducting an analysis of the possibilities of using
evolutionary algorithms to improve system models, especially regarding the study of sensitiv-
ity and forecasting electricity prices in shorter and longer time horizons.

The modeling of the DAM system was based on data quoted on TGE S.A. in the years 2016-
2019, covering the volume of ee delivered and sold separately in each hour of the day and the
volume-weighted average ee prices also obtained separately in each hour of the day [12, 19-20,
25]. In addition, data from 2020, 2021, 2022 were used for comparative studies. It was found
that the optimal structure of the ANN is the 24-24-24 structure, with the activation function
tansig() in the hidden layer and purelin() in the output layer. The Levenberg-Marquardt (LM)
algorithm was used to train the Artificial Neural Network. The analysis of data concerning
volume and volume-weighted average ee prices, e.g. for the following hours: 6:00, 12:00,
18:00 and 24:00 showed, among other things, that: the highest average consumption is at
12:00 and the lowest at 24:00. An example course of hourly price data is shown in Figure 1
for 6:00.

Using the data discussed in p. 3, an ANN was designed and implemented in Matlab
to teach it a neural model of the DAM system, which was then the basis for conducting
AE quality tests designed and implemented in three programming languages, i.e. in Matlab,
Python and C#. The data for training were preprocessed, including normalization. For the
ANN training process, the data were divided into training, testing and validation data in
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Figure 1. Example of data flow for volume-weighted average ee prices for 6:00 a.m. [PLN/MWh].
Designations: X-axis – time [day], Y-axis – volume-weighted average ee price [MWh], AVG = 153.48
[PLN/MWh], Max = 268.58 [PLN/MWh], Min = 26.4 [PLN/MWh]. Source: Own study [12, 19-20, 25,
28].

the proportion 70%:15%:15%, respectively. After conducting the training process using the
Levenberg-Marquid algorithm [11, 16, 24, 28], a neural model of the DAM system was
obtained, in which the key role is played by the weights and biases of both ANN layers, as
well as the types and parameters of the neuron activation functions used [3, 8, 14, 17, 22-24,
27]. In a similar way, the ANN was implemented in C# and Python.

3 Implementation of EA to Improve the Neural Model

The implementation of the Evolutionary Algorithm was carried out in three selected program-
ming languages, i.e. in: Matlab, Python and C#, paying attention to the fact that the choice
of programming language may be of significant importance, as it affects the effectiveness
and efficiency of the implementation, as well as the ease of integration with existing code
and tools. Each of the mentioned programming languages has its own unique properties and
solutions, as well as specific syntax, which are important in the process of implementing the
Evolutionary Algorithm. The Matlab language, due to its advanced operations on matrices and
arrays and its programmer-friendly syntax, as well as rich libraries for programming artificial
intelligence methods, can be particularly useful for rapid prototyping and experimenting with
the Evolutionary Algorithm [4, 24, 28]. In turn, the C# language offers strong support for
object-oriented programming, as well as using LINQ and .NET operations, which significantly
facilitate data management and performing operations on them [2, 6, 18, 26, 28]. Finally, the
Python language is currently one of the most eagerly used programming languages using
machine learning and artificial intelligence methods, as it has a rich tool library, which makes
it easier to work with data and implement algorithms, and is available in open source [1, 5,



58 J. Tchorzewski, M. Zakrzewski

28]. The implementation of the Evolutionary Algorithm was carried out in each of these three
programming languages with emphasis on the key aspects and differences between them, after
which the next section provides a detailed comparison of the efficiency and effectiveness of
the implementation in each language in order to assess which one works best in the context of
improving the neural model of the TGE S.A. Day-Ahead Market system. In order to visualize
the efficiency of the EA algorithm, the graphs of the fitness function defined as the MSE
error value in individual programming languages, i.e. Matlab, Python and C#, are presented
in Fig. 2-4. It turned out, among others, that the algorithm implemented in Matlab shows the
best fitness function value, the next is the algorithm implemented in Python, and finally the
algorithm implemented in C.

Figure 2. The fitness function graph generated in C#. Designations: X-axis - epoch number, Y-axis -
fitness function value, Source: Own study [28].

4 Comparative Studies of Programming Languages

Detailed studies are aimed at assessing the efficiency and execution time of the evolutionary
algorithm implemented to improve the neural model of the DAM system in three programming
languages, i.e. Python, Matlab and C#, and comparing them with each other. The main goal
of the research was to assess how changes in the population size and the number of iterations
(epochs) affect the speed of EA implemented in individual programming languages. Particular
attention was paid to the quality of the model, i.e. to the use of the smallest possible memory
capacity by individual algorithms and to the run time of individual algorithms.
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Figure 3. Fitness function graph generated in Python. Designations: X-axis - epoch number, Y-axis -
fitness function value, Source: Own study [28].

Figure 4. Fitness function generated in Matlab. Designations: X-axis - epoch number, Y- axis - fitness
function value, Source: Own study [28].
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In order to compare the efficiency of the evolutionary algorithm implemented in these
three programming language environments, the focus was mainly on two main aspects: the
execution time measured from the start of the algorithm to its completion and the memory
usage measured by the amount of memory occupied by the process during its execution. In
order to measure the execution time of the evolutionary algorithm implemented in each of the
three programming languages, appropriate measurement tools were used.

For example, in Python, the time module was used to measure the algorithm execution
time, in Matlab, the tic and toc functions were used to measure the time, and in C#, the
stopwatch class was used to precisely measure the code execution time. On the other hand, to
measure memory usage, the memory-usage function from the memory-profiler module was
used in Python, the memory function in Matlab to monitor memory usage, and in C#, the
GC.GetTotalMemory(true) method was used to measure memory usage [1-2,4-5, 18, 26, 28].

The research was conducted by running the evolutionary algorithm using different sizes
of the Parent Population and different numbers of epochs (iterations) in each implemented
programming language. The results were compared in terms of: algorithm execution time
measured from the start to the end of the algorithm’s operation and memory consumption
measured by the amount of memory occupied by the process during the algorithm’s execu-
tion. The research results are presented in Table 1, which allowed for a precise comparison of
the efficiency of the evolutionary algorithm implemented in each of the three programming
languages.

Table 1. Comparison of memory usage and execution time for different numbers of iterations and
different sizes of initial population. Source: Own study [28].

Iteration 100 100 500 500 1000 1000
IP size 100 100 100 100 100 100

Language Memory[MB] Time[s] Memory[MB] Time[s] Memory[MB] Time[s]
Python 63.28 14.16 63.05 67.94 63.50 133.24
Matlab 0.0152 8.36 0.089 4.25 0.35 8.59

C# 0.038 3.00 0.039 15.00 0.0359 30.00

Table 2. cont. Table 1. Comparison of memory usage and execution time for different numbers of
iterations and different sizes of initial population. Source: Own study [28].

Iteration 1000 1000 1000 1000
IP size 1000 1000 500 500

Language Memory[MB] Time[s] Memory[MB] Time[s]
Python 72.21 2118.49 67.35 420.52
Matlab 0.77 201.00 0.47 50.42

C# 0.77 375.00 0.033 161.00
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5 Conclusions and Directions for Further Research

In comparative studies of selected programming environments from the point of view of the
duration of the evolutionary algorithm execution time, Python showed high efficiency with
smaller Parent Population sizes in EA. This situation means that for a small number of in-
dividuals in the PR and a relatively small number of iterations (epochs), the time needed to
execute EA was acceptable, which results from its simplicity in terms of implementing this
type of algorithm.

However, with the increase in the size of the PR and the number of iterations, the EA
execution time increased significantly, and in addition, the interpreted approach to executing
the code in Python was associated with higher consumption of processor and memory re-
sources in the case of more complex computational operations. Therefore, the efficiency of
Python may be sufficient for smaller-scale applications or for evolutionary problems with low
computational complexity. However, in the case of more computationally demanding tasks,
such as large population sizes or long series of iterations in evolutionary algorithms, it is
necessary to consider alternative programming environments with higher efficiency.

On the other hand, the Matlab language showed higher efficiency with larger population
sizes compared to Python and C#. One of the key factors influencing the higher efficiency
of the Matlab language is the built-in support for matrix and array operations through the
possibility of using numerous algorithms included in the MATLAB toolboxes, which con-
tributes to faster data processing compared to the Python language environment and the C#
language environment. In the case of evolutionary algorithms, which often operate on large
data sets represented in matrix and array form, such efficiency significantly speeds up the
computational process.

In addition, the MATLAB environment offers a wide range of built-in m-files for data
analysis and modeling, which can facilitate the implementation and testing of evolutionary
algorithms. Thanks to this, research with larger PR sizes can be easier to conduct and more
effective. It is also worth noting, among other things, that the efficiency of EA implemented in
Matlab may also depend on specific operations and the type of calculations, and in some cases,
especially with more complex computational operations, the efficiency may be similar to the
efficiency of other programming languages, or even slightly lower due to the characteristics
of the interpreted language. It is also worth noting that C# showed a longer runtime for the
evolutionary algorithm than Matlab, but significantly shorter than Python.
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Arrangement Method by the Collective Behavior
of Competing Cellular Automata-based Agents
(Extended Abstract)

Abstract. The arrangement method is proposed as a novel game-theoretic multiagent
system approach for the creation of patterns in 2D space. We interpret our arrangement
method as a variant of the iterated Spatial Prisoner’s Dilemma game, where evolutionary
competing CA-based agents are used as elementary reinforcement learning machine. We
design a payoff function reflecting a local goal of CA-based agents, and we show that
the system of competing players is able to reach a Nash equilibrium. Obtained Nash
equilibrium providing at the same time maximization of not known for agents a global
criterion related to the considered arrangement. We provide experimental results showing
the high performance of an arrangement method.

Keywords: Collective behavior, Competing Cellular Automata, Nash equilibria, For-
mation of a Pattern Distribution, Spatial Prisoner’s Dilemma game.

1 Multi–agent System for Pattern Formation Problem

Some CA-based approach to solve pattern formation problem ware presented in [1, 7]. In
the papers [2, 3, 4, 5] the arrangement of dominoes in a grid of cells as a special case of
pattern formation can be found. Our approach applies a recently proposed [6] methodology
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which is based on three components: a) a multi-agent intepretation of a pattern formation
problem, b) applying a variant of Spatial Prisoner’s Dilemma (SPD) game as a model of
interaction between agent-players, and using evolutionary competing CA-based agents as
elementary reinforcement learning machines. One of the key issues to successively apply this
methodology for solving our problem is designing a payoff function representing local goals
of CA-based agents and reflecting a global criterion related to our problem. We show that the
system of competing agents is able to reach collectively a Nash equilibrium corresponding to
a solution.

We consider a 2D discrete space consisting of m + 2 rows and n + 2 columns. An
active area consisting of m × n cells (values {0,1}) and a border area containing border cells
corresponding to rows 1 and m + 2 and columns 1 and n + 2 (values {0}). The purpose of the
active area is to create, store and modify patterns by changing values of a corresponding cell,
by agents. The border area has a supplementary character and provides the same homogenous
conditions for all agent-players.

Fig.1 shows 2 examples of a 2D discrete space corresponding to values m = n = 5 with
a total number of cells equal to 49. Some cells from the active area have values equal to 1 (in
red). The remaining cells from both active and border areas have values equal to 0 (in white).
We expect that from any initial pattern configuration the system will be able to construct a
pattern similar or identical to one presented in Fig.1b. We want to maximize a number of
"1s" with "a correct neighborhood". A correct neighborhood of a single "1" is a neighborhood
consisting of 8 "0s".

(a) (b)

Figure 1. Instance 5x5: (a) an inital configuration, (b) a requested final configuration.

Applying a terminology used in Prisoner Dilemma game a state 0 can be also called
Defect (D) and a state 1 can be called Cooperate (C). Each agent will use a rule/strategy
currently assigned to him to make a discrete-time decision regarding a state of a corresponding
cell. We assume the following set of rules is available for the agents, depending on the type
of an agent: all C: always cooperate (C), i.e. set a state of own cell to 1; all D: always defect
(D), i.e. set a state of own cell to 0; k–D: cooperate, i.e. set a state of own cell to 1 as long as
not more than k neighbors defect, otherwise defect; k–C: cooperate, i.e. set a state of own cell
to 1 as long as not more than k neighbors cooperate, otherwise defect; k–DC: defect, i.e. set
a state of own cell to 0 as long as not more than k neighbors defect, otherwise cooperate.

In each round an active agent-player will participate in 8 single games (with actions
C∗/D∗) with his neighbors and obtain in each game a payoff: if both the player and opponent
take the action C∗ they receive payoff equal to 0.9; if the player takes the action D∗ and the
opponent player still keeps the action C∗, the defecting player receives payoff equal to 1; if the
player takes the action C∗ while the opponent takes action D∗, the cooperating player receives
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payoff equal to 0; when both players use the action D∗, then both receive payoff equal to 0.1.
Each of the players cumulates his payoffs obtained in games with each of the neighbors.

The player-winner in the neighborhood replaces his rule, the rule of the considered player.
Also, we apply two knowledge-based mutation mechanisms oriented on destroying either

groups of 0s or groups of 1s in an active area of CA: if a state of neighbourhood and central
cell is equal to 0 than central cell is changed into 1 with a predefined probability p destroy 0s
block; if a state of central cell is equal to 1 and at least one cell from Moore neighborhood is
equal to 1 then his state is changed into 0 with a predefined probability p destroy 1s block.

2 Experimental Results

(a) (b) (c) (d)

Figure 2. Agents’ states of single run: (a) iter=0, (b) iter=50, (c) iter=100, (d) iter=495 in C∗/D∗ game.

(a) (b)

Figure 3. Single run: (a) fraction of a correct number of 1s (in red) and other experimental characteristics,
(b) relative frequencies of rules.

A number of experiments have been conducted with the proposed system. In this Section we
report some results where an instance of the problem called Instance 31x31 with m = n = 31
was used. Fig. 2a presents this instance at t = 0 with initial states set with a probability
equal to 0.5. Rules from this set were assigned initially to agent-players with probability 0.2.
The experiment has been conducted with the following values of mutations: p destroy 0s
block=0.7, p destroy 1s block=0.2. It lasted 500 iterations (games). Fig. 3 presents details of
the experiment in a single run of the system.

The most important experimentally evaluated parameter showing a performance of our
approach to solve the considered pattern formation problem is a number of correct 1s, can be
evaluated by observation of CA states for different iterations (see, Fig. 2a,b,c,d). Fig. 3a shows
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a plot (in red) of f C corr for different values of iterations. For iter = 0 (corresponding to CA
from Fig. 2a) f() = 0.0039, for iter = 50 (corresponding to CA from Fig. 2b) f() = 0.6094,
for iter = 100 (corresponding to CA from Fig. 2c) we have f() = 0.7617, and for iter = 495
(corresponding to CA from Fig. 2d) we have f() = 0.9648. It means that the system found a
suboptimal solution, close to the optimal one. One can see that during experiment, algorithm
keeps getting better solutions and founded the best in iter = 495.

One can see that the final redistribution of the rules is the following k–DC rule is assigned
to 62% of the population of agents, k–C to around 38%, all C, all D and k–D are equal to
0% (see, Figs. 3b). What we can notice is that two main rules providing collectively solutions
have relatively large std. It means that each run ends by selecting by the system pairs of two
rules k–C and k–DC which are in some way related and provide a relatively good performance
of the system in solving the pattern formation problem.

3 Conclusions

We have proposed a self-organization system to solve a pattern formation problem by creating a
desired 2D pattern. The approach is based on three components: a multi-agent intepretation of
a problem, applying a variant of SPD game as a model of interaction between agent-players,
and using evolutionary competing CA-based agents as elementary reinforcement learning
machines. We designed a payoff function reflecting a local goal of CA-based agents and we
show that the system of competing players is able to reach a Nash equilibrium providing at the
same time maximization of not known for agents a global criterion related to the considered
pattern formation problem. Our preliminary experimental results show a good performance
in solving considered pattern formation process by collective behavior of agents in iterated
game created to solve this problem.
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Development Directions of IT in Application Lifecycle
Management (Extended Abstract)

Abstract. There are many tools and approaches for effective application lifecycle man-
agement. This article explores key concepts such as DevOps, CI/CD, Infrastructure as
Code, containerization, orchestration, monitoring, observability, and AI solutions. Im-
plementing these technologies requires financial investment in licenses, training, and
team reorganization to promote a DevOps culture. However, these investments yield
significant returns by automating repetitive tasks, preventing system failures, and en-
hancing efficiency. Containerization and orchestration improve scalability and resource
utilization, while CI/CD pipelines accelerate code releases and minimize downtime.
Monitoring and observability provide real-time insights for proactive issue resolution.
The integration of AI enhances development efficiency through automated code re-
views and predictive analytics. AI-assisted development further streamlines the process
by enabling automated code generation and intelligent bug detection, allowing devel-
opers to focus on innovative solutions rather than routine tasks. Ultimately, adopting
these advanced tools and methodologies leads to improved application lifecycle man-
agement. The initial costs are justified by long-term benefits in productivity, reliability,
and operational efficiency, allowing organizations to remain agile in a rapidly changing
technological landscape.

Keywords: DevOps, CI/CD, IaC, Containerization, Orchestration, Monitoring.

1 Introduction

The rapid evolution of technology in software development and deployment has necessitated
the use of advanced tools and methodologies to streamline application management in pro-
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duction environments. This abstract explores the significant advancements in IT, specifically
focusing on the implementation, management, and scaling of applications.

The motivation behind this research stems from the constant change in today’s world,
which requires quick adaptation to avoid falling behind. Delays can translate to financial
losses. Frequent updates and bug fixes to existing applications, often small in size, require
administrators or developers to spend time on repetitive tasks such as building and deploying
new packages to the production environment. DevOps practices offer a more sensible solution
by automating processes from infrastructure creation to deploying new versions and self-
healing and scaling applications.

2 Devops

DevOps is a cultural and technical movement that aims to unify software development (Dev)
and IT operations (Ops) to improve collaboration and productivity by automating infras-
tructure, workflows, and continuously measuring application performance. It emphasizes the
integration of developers and operations teams to work together throughout the entire lifecycle
of an application, from development and testing to deployment and operations [9].

The DevOps methodology impacts the application lifecycle during the planning, coding,
delivery, and operations phases. Each phase is interdependent, and roles are not strictly
assigned to specific phases. In a true DevOps culture, every role is involved in each phase to
some extent.

By adopting DevOps practices, organizations can deliver software more rapidly, reliably,
and efficiently. This approach also fosters a culture of continuous improvement [12], where
feedback loops are shortened, leading to faster identification and resolution of issues. DevOps
tools and methodologies, such as CI/CD (Continuous Integration/Continuous Deployment),
IaC (Infrastructure as Code), and monitoring solutions, support this collaborative environment,
enabling teams to respond swiftly to changes and maintain high-quality service delivery.
Through automation and the breaking down of silos between teams, DevOps helps in achieving
shorter development cycles, increased deployment frequency, and more dependable releases,
thereby meeting the ever-evolving demands of the business landscape [9].

3 CI/CD

CI/CD (Continuous Integration/Continuous Deployment) pipelines automate the steps re-
quired to bring new code from commit to production, including building, testing, deployment,
and infrastructure preparation. Implementing CI/CD minimizes downtime and accelerates
code releases by ensuring that code changes are quickly and reliably integrated and deployed,
thus enhancing the overall development workflow [9]. This leads to a more agile and responsive
development process, capable of meeting rapidly changing business needs.

Continuous Integration is a practice where all changes to the source code are regularly
and frequently merged into the main branch of a shared code repository, with each change
automatically tested upon commit or merge, and the build process automatically initiated.
Through Continuous Integration, errors and security issues can be more easily identified and
fixed, even in the early stages of implementation.
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Continuous Delivery is a software development practice that works in conjunction with
Continuous Integration (CI) to automate the process of delivering infrastructure and deploying
applications. After the code is tested and built as part of the CI process, CD takes over in the
final stages to ensure that the code is packaged with everything needed to deploy the application
in any environment, at any time. Deployments can then be triggered manually, or the process
can transition to Continuous Deployment, where deployments are fully automated. With CD,
software is built in such a way that it can be deployed to production at any moment [6]. The
environment where the application runs can be configured manually by an administrator or
tuned through the Continuous Deployment process. When it comes to managing infrastructure
elements and configuring environments, the current dominant trend is the Infrastructure as
Code approach.

4 Infrastructure as Code

Infrastructure as Code (IaC) is a practice that manages infrastructure through code, enabling
the use of version control for infrastructure configurations. This approach allows for consistent
and reproducible infrastructure setups, reduces the potential for human error, and facilitates the
deployment of complex environments with ease and precision. IaC also supports collaboration
among teams by making infrastructure changes transparent and reviewable [9].

A configuration script for infrastructure can be written, using appropriate technologies,
in two ways – imperatively or declaratively. Another aspect of Infrastructure as Code is the
type of operations performed – provisioning resources and configuration management.A key
concept of the IaC approach is idempotence. This means that if the same script is executed
multiple times, the result remains the same. Changes are made to the system only when
necessary.

5 Containerization

Containerization involves running isolated processes on a hosted machine, ensuring consistent
application behaviour across different environments. Containers encapsulate all dependencies
an application needs, promoting portability, enhancing server efficiency, and reducing mainte-
nance costs. This technology streamlines the development, testing, and deployment processes,
leading to more predictable and reliable software delivery. Containers also simplify the man-
agement of application dependencies and environment configurations [5].

Containers are called lightweight because, unlike virtual machines, they do not require
their own operating system (guest OS). Containers use the host operating system’s kernel,
saving gigabytes of disk space on the machine they run on. This disk space saving directly
impacts the cost of maintaining virtual machines in a cloud environment. An additional
advantage of sharing the host operating system is the shorter startup time for the containerized
process [8].

Containerization enables applications to adhere to the principle of "write once, run any-
where" – regardless of the operating system, whether it’s a local machine, on-premises data
center, hybrid cloud, or multicloud environments [8].
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6 Orchestration of Container Clusters

Orchestration of container clusters refers to the automated management of containerized
applications across multiple hosts. Tools like Kubernetes enable the scaling, networking, and
lifecycle management of containers, ensuring that applications are efficiently distributed and
resilient. Orchestration simplifies the handling of containerized environments, allowing for
automated scaling, self-healing, and optimized resource utilization [13]. This results in highly
available and scalable applications that can adapt to varying workload demands.

Container orchestration automates all aspects of container management. It focuses on
managing the container lifecycle in a dynamically changing environment. It is used for tasks
such as [1, 2]:

– Configuring and scheduling containers
– Provisioning and deploying containers
– Managing container availability (including automatic recovery in case of failure)
– Scaling containers to distribute application load across multiple instances
– Allocating resources among containers
– Monitoring container health
– Securing interactions between containers
– Running many different containerized applications
– Running complex applications composed of a large number of different microservices

The container orchestrator manages containers within groups of server instances (called
nodes). A group of nodes that run related containers forms a cluster. For orchestration to
be possible, the container orchestrator requires containerization technology to be running on
each node in the cluster (e.g., Docker). Nodes are managed by a designated master node. The
administrator uses the master node to manage and monitor the container orchestration tool [2].

Managing the overall system health and maintaining the specified performance state is
achieved by allocating resources among containers and balancing the application traffic load.
Additionally, the orchestrator deploys containers to new nodes and removes unnecessary
ones. This ensures high application availability and fault tolerance in very large, complex,
multi-container systems [2].

7 Monitoring and Observability

Monitoring is a crucial component in modern IT environments, ensuring the health, perfor-
mance, and security of applications and infrastructure. It involves the continuous observation
of systems, networks, and applications to detect anomalies, measure performance, and gather
insights.

Monitoring is the process of collecting, analyzing, and using information to track a
program’s progress in achieving its goals and to guide management decisions. This process
focuses on tracking specific metrics and visualizing them in the form of dashboards [10].

Observability is the ability to understand the internal state of a system by analyzing the
data it generates (logs, metrics, traces). Observability helps teams analyze what is happening
in various multi-cloud environments, allowing them to detect and resolve root causes of
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issues [10]. Observability tools utilize algorithms based on mathematical control theory to
understand the relationships between systems in a multi-layered IT infrastructure. When the
tool detects an anomaly, it alerts the team and provides the data needed for quick problem
resolution [11].

Effective monitoring helps teams proactively identify and resolve issues before they im-
pact end users. Tools like Prometheus, Grafana, and New Relic collect and visualize metrics,
logs, and traces, providing a comprehensive view of the system’s state. These tools enable
real-time alerts and notifications, allowing for immediate action when predefined thresholds
are breached. Additionally, monitoring supports capacity planning and optimization by pro-
viding data on resource utilization and performance trends. In a DevOps context, integrated
monitoring solutions contribute to a feedback loop that enhances the continuous improvement
process, ensuring that applications remain reliable, performant, and secure throughout their
lifecycle [3].

8 AI Solutions

AI is increasingly integral to the software development lifecycle, providing sophisticated
solutions that enhance efficiency and accuracy. Its ability to automate repetitive tasks allows
developers to focus on more complex and creative aspects of development.

One of the pivotal areas where AI makes a significant impact is in code quality assurance.
By integrating AI-powered code review tools, developers can receive instant feedback on
potential bugs, security vulnerabilities, and adherence to coding standards. These tools not only
expedite the review process but also ensure a higher level of code reliability and security [7, 14].

Furthermore, AI-driven predictive analytics can forecast potential system failures or per-
formance bottlenecks by analysing historical data and usage patterns. To detect anomalies,
data such as account trends, seasonal day-of-week, and time-of-day patterns are compared. It
is suited for metrics with strong trends and recurring patterns that are hard to monitor with
threshold-based alerting [15, 4].

Additionally, AI can assist in generating code, automating the creation of boilerplate code
and even complex algorithms, thereby accelerating the development process. AI-assisted soft-
ware development relies on advanced language models (LLMs) and ML algorithms to generate
code. By using AI responsibly and thoughtfully, developers can discover new solutions faster
and create software more efficiently [14].

This proactive approach allows teams to address issues before they escalate, maintaining
optimal application performance and user satisfaction. It also fosters a culture of continuous
improvement, as AI tools can provide ongoing insights and recommendations. Ultimately,
the integration of AI in software development leads to more resilient and adaptive software
solutions.
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Comparing the Efficiency of SMT Solvers for Synthesis,
Satisfiability, and Bounded Model-Checking of STECTL
(Extended Abstract)

Abstract. In this paper, we report on recent improvements of SMT4STECTL tool fo-
cusing on expanding the tool’s capabilities to include the use of various Satisfiability
Modulo Theories (SMT) solvers. We present a comparative analysis of several SMT
solver’s efficiency using benchmarks generated by SMT4STECTL, aimed at testing
bounded satisfiability, synthesis, and bounded model-checking of the existential frag-
ment of Strategic Timed Computation Tree Logic for continuous and discrete-time
semantics. We expand our toolkit to include the best SMT-solvers available, according
to the results of last year SMT-competition: Yices2, CVC5, and SMTInterpol. We eval-
uate these solvers focusing on performance metrics such as execution time, and memory
usage. Our results demonstrate the strengths and weaknesses of each solver, providing
valuable insights for future developments.

Keywords: Multi-Agent Systems, Strategic Timed Computation Tree Logic, Satisfia-
bility Modulo Theories (SMT), Model synthesis, Bounded model checking (BMC).
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1 Introduction

Synthesis of models and strategies is an important task in the field of artificial intelli-
gence and modern software engineering. In this paper, we report on advances in the tool
SMT4STECTL [7] able to synthesis of models satisfying specifications in Strategic Timed
Computation Tree Logic (STCTL) [1]. This is a complex problem, important for designing
real-time multi-agent systems. Previously, the tool addressed this challenge using the Z3 [6]
SMT solver, demonstrating promising results in various applications. In this study, we com-
pare the efficiency of several SMT solvers using benchmarks generated by SMT4STECTL
and introduce the tool’s new flexible architecture which allows seamless integration of new
SMT solvers.

In our research, we have undertaken significant enhancements to the SMT4STECTL tool,
aiming to broaden its applicability and improve its overall performance. This tool is aimed
at the analysis and verification of complex systems modeled as continuous-time Multi-Agent
Systems (CMAS) [5] within the framework of STCTL. Our work focuses on integrating a
range of Satisfiability Modulo Theories (SMT) solvers, including Yices2 [4], CVC5 [2], and
SMTInterpol [3], alongside the well-established Z3 solver [6]. The motivation for this inte-
gration stems from the need to assess the efficiency of these solvers when applied to problems
involving bounded satisfiability, synthesis, and bounded model-checking of the existential
fragment of STCTL, applicable to both continuous and discrete-time semantics. By incorpo-
rating these advanced SMT solvers, our goal was to improve the tool’s efficiency in handling
increasingly complex verification and synthesis tasks. Our comparative analysis covers a
spectrum of benchmarks generated by SMT4STECTL, with a specific focus on evaluating the
performance of these solvers in terms of execution time and memory consumption. Through
this study, we seek to identify the strengths and weaknesses of each solver, providing insights
that could guide further development and optimization of formal verification tools.

2 Problem Statement

The SMT4STECTL tool deals with continuous-time Multi-Agent Systems (CMAS) [5] within
the context of Strategic Timed Computation Tree Logic (STCTL) [1]. These systems consist
of multiple agents, each represented by a timed automaton that includes a set of actions,
locations, clocks, and protocols managing their interactions. The tool specifically targets the
bounded satisfiability problem of the existential fragment of STCTL (STECTL). Another
challenge addressed by the SMT4STECTL tool is bounded model checking for STECTL. The
former involves checking whether there exists a CMAS that satisfies a given STCTL formula
within a specified bounds defined by parameter values [5], while the latter consists in checking
whether the given (fully specified) CMAS satisfies the STECTL formula. We are considering
both continuous and discrete-time semantics [5], while we focus on imperfect information
and imperfect recall (memoryless) strategies [8]. Intuitively it means, that the agents make
decisions based only on their own locations.

To tackle these problems, SMT4STECTL encodes the STECTL formula and the runs of
(parametric) CMAS unfolded to a given depth, as an SMT formula, subsequently checked for
satisfiability by an SMT-solver. The encoding process is crucial, as it transforms the problem
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to be efficiently processed by SMT solvers. For continuous-time semantics, the tool uses the
QF-LIRA (Quantifier Free Linear Integer Real Arithmetic) theory, while for discrete-time
semantics, it employs the QF-LIA (Quantifier Free Linear Integer Arithmetic) theory. This
dual approach allows SMT4STECTL to handle a wide range of scenarios, accommodating
both real-valued and integer-valued clock variables.

3 Architecture

The architecture of SMT4STECTL (see Fig. 1) is designed to be modular and flexible, facil-
itating the integration of multiple SMT solvers. The tool comprises three main components:
the Graphical User Interface (GUI), the BMC (Bounded Model Checking) module, and the
RESTful API. The GUI, developed using modern web technologies such as TypeScript and
SvelteKit, provides an intuitive interface for defining and managing verification tasks. The
BMC module, implemented in C++, handles the encoding of bounded synthesis and model
checking for STECTL problems into QF-LIA or QF-LIRA formulae using the SMT-LIB2
standard, which is compatible with all integrated solvers. The RESTful API, built using the
.NET Core 8 Framework, orchestrates the execution of tasks, ensuring seamless communica-
tion between the GUI, BMC module, and the SMT solvers.
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Figure 1. SMT4STECTL - Architecture overview

One of the key innovations in our work is the introduction of a flexible architecture
that allows SMT4STECTL to support a diverse range of SMT solvers. This architecture is
designed to accommodate future expansions, enabling the integration of new solvers as they
become available. By leveraging containerization technologies, such as Docker, each solver is
encapsulated within its microservice, allowing for isolated execution and easier management
of dependencies. This approach not only improves the tool’s scalability but also enhances its
reliability and performance in handling complex verification and synthesis tasks.

4 Experimental Results

To evaluate the performance of the integrated SMT solvers, we conducted a series of ex-
periments using benchmarks derived from the well-known Dining Philosophers Problem,
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extended to include timing constraints and strategic decision-making capabilities [5]. The
benchmarks involved systems consisting of 2 to 4 philosophers and forks. The experiments
were designed to test the solvers under different scenarios, including bounded model-checking
(BMC), synthesis of strategies, and bounded satisfiability (SAT), across both continuous and
discrete-time semantics.
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(a) continuous-time semantics (QF_LIRA)
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(b) discrete-time semantics (QF_LIA)

Figure 2. The comparison of average execution times (in seconds), logarithmic scale.

The results of our experiments provided a detailed comparison of the performance of
Yices2, CVC5, SMTInterpol, and Z3 solvers.

In Fig. 2 we present the comparison of four SMT solvers based on average execution
time. One bar in the chart stands for the average time of three experiments for 2, 3, and 4
philosophers. The result of each experiment is the sum of times consumed by the solver for
all tasks that the experiment consists of. The timeout was set to 1 hour.

For continuous-time semantics, Yices2 emerged as the most efficient solver, consistently
outperforming the others in terms of execution time and memory usage. Specifically, Yices2
was found to be on average 2.75 times faster than Z3, 9.7 times faster than CVC5, and 23.1
times faster than SMTInterpol, while also consuming significantly less memory. This makes
Yices2 the preferred choice for tasks involving continuous-time semantics.

In contrast, for discrete-time semantics, Z3 demonstrated superior performance, outper-
forming the other solvers in most benchmarks. Z3 was almost 2.4 times faster than Yices2,
4.6 times faster than CVC5, and 14.1 times faster than SMTInterpol, with a notable advantage
in memory efficiency as well. These findings indicate that Z3 is particularly well-suited for
verification tasks involving discrete-time systems.
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CVC5, while generally ranking third in terms of performance, showed competitive results
in certain scenarios, particularly in memory usage. However, SMTInterpol struggled with most
benchmarks, especially when dealing with larger systems, where it often failed to complete
the tasks within the allowed time limits.

5 Conclusion

In conclusion, our study highlights the importance of selecting the appropriate SMT solver for
specific verification tasks. The performance differences between the solvers are significant,
with Yices2 and Z3 standing out as the best options for continuous and discrete-time semantics,
respectively. The modular and extendable architecture of SMT4STECTL ensures that it can
continue to evolve, incorporating new solvers and addressing a broader range of verification
challenges. Future work will focus on expanding the set of benchmarks, further refining the
tool’s architecture, and exploring the integration of additional SMT solvers to enhance the
tool’s capabilities even further.
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Abstract. In this work, we study the changes of solar-wind, heliospheric and geomag-
netic parameters describing selected geomagnetic storms during the Solar Cycle 24,
spanning the period from 2010 to 2021. Our goal is to reduce the dimensionality of
the parameter space from R12 to R4 or less. For this purpose, we apply a machine
learning method like principal components analysis to investigate of the variability of
the parameters during geomagnetic storms. This method allows us to extract 4 (or fewer)
main geometric orthogonal capture the maximum amount of information, replacing the
original 12 input parameters. .

Keywords: Machine Learning methods, Principal Components Analysis, Geomagnetic
storm.

1 Computational Methods

The availability of huge data sets in computer science, mathematics, physics, biology, and
medicine, as well as in economic, business, and social worlds, etc., leads to the universality of
collecting and its interpretation, which is highly expected nowadays. Therefore, the systematic
development of data processing methods, such as intelligent systems and information tech-
nology, remains crucial to explain the modern world’s processes better. Particularly important
seem to be methods that can cope with the high complexity of the data under consideration
(several, a dozen, or several dozen thousand variables, and each of them describes a particu-
lar vector of data) which are common, e.g., in the stock market, weather phenomena, social
processes, medicine. In today’s era, widely used machine learning (ML) algorithms give us
highly nonlinear models and high-dimensional systems that have become more accurate and
practical. However, working with large data sets remains costly. The question of whether all
data are truly effective still remains open in many dynamics problems. In rare phenomena with
a large number of variables, how can we recognize and eliminate the ineffective ones? Can
ML algorithms and their training help us describe these phenomena? In this work, we study
the behavior of the geomagnetic and heliospheric parameters during geomagnetic storms
using one of the machine learning methods, the principal component analysis (PCA). This
method is a multivariate statistical tool that captures information about the quality of variables
through statistical variance, i.e., the number of original and the highest variances determined
by a minimum number of significant components. PCA method is widely used as one of
the best techniques for reducing data dimensionality, i.e., choosing the best features because
the basic idea of principal components analysis is singular value decomposition (or spectral
decomposition). Is there any required before applying of PCA? For the general case, the PCA
method is used for measurable variables, but in the literature, we see many applications of
PCA for ordinal types of variables. For PCA to be effective, the variables should be linearly
correlated, with Pearson coefficients greater than or equal to ś0.3. Otherwise, PCA may not
be suitable. In our work, we study solar, heliospheric, and geomagnetic parameters during the
Solar Cycle 24, spanning the period from 2010 to 2021. We analyze time series of factors that
describe the conditions for the Sun and its activity level, as well as define its geoeffectiveness
(see, e.g., [1, 3])
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2 Methodology

Let Rn ∋ X = (Xj), j = 1, . . . , n, xij ∈ Xj , i = 1, . . . , N be a vector with known the co-
variance (correlation) matrix. By studying the properties of eigenvectors and eigenvalues, we
aim to find a new vector Z ∈ Rm of variables Zk, (k = 1, . . . , m) that is a linear combination
of the variables Xj , where m < n. This new vector should capture and transfer as much in-
formation as possible from the original variables. In what follows, αk · XT =

∑m
k=1 akj · Xj ,

where αk = (ak1, ak2, . . . , akn) and
∑n

j=1 a2
kn = 1, then Zk = αk · XT denotes the kth

principal component. This way, we determine values of the coefficients akj of the αk vector
such that the variance Var(Zk) will be as large as possible. Here, the values of αk vector
can be obtained from the matrix equation (S − λ I) αk = 0, where S and I mean the co-

variance
(

s2
x cov (x, y)

cov (x, y) s2
y

)
and identity matrix, respectively. Therefore, the solution

αk ̸= 0 is the eigenvector corresponding to the eigenvalue λk. Moreover, λk=Var(Zk) of

covariance matrix. When the analysis is based on the correlation matrix, i.e.,
(

1 rxy

rxy 1

)
values αk are interpreted as correlation coefficients between the original variables and the
corresponding principal component. The subsequent components are always uncorrelated
(in a geometric sense, they are orthogonal) and maximize the variability not explained by
the previous component [2]. For this purpose, the PCA method orders the component vec-
tors according to their eigenvalues, using the ratio λk

λ1+...+λm
∗ 100%, from the largest to

the smallest. In such a way, the variables with the smallest eigenvalues are dropped. This
is known as the scree test (Cattell criterion), which has a geometric interpretation for the
eigenvalues and the percentage of clarifying variables. If the eigenvalue is very small, the
variance is also minimal, so the data are focused around the straight line which contains the
eigenvector. In conclusion, the feature adds little information to the new set of components.
In other words, these eigenvalues from maximal to minimal give us the order of the principal
components. At the same time, the sum of variances of the variables Zk is equal to the sum
of the variances of the original variables Xn, ensuring that the transformation does not lead
to a loss of information. A scree plot displays the eigenvalues in a decreasing curve, with
the "elbow" indicating the point where the eigenvalues level off. Components to the left of
this point are considered significant, while those to the right are treated as noise and discarded.

3 Main Results

In this article, we investigate geomagnetic storms caused by the halo and partial-halo fast
coronal mass ejections, CMEs, quite often being drivers of sizable solar particle events, [1].
Here, we consider 12 parameters as: the strength of the heliospheric magnetic field, HMF B
[nT] and its components By and Bz [nT] components the electric field Ey [mV m−1], Ec,
solar wind speed SWs [km s−1], proton density SWd [N cm−3] and temperature SWT
[K]. Additionally, we examine geomagnetic indices: the Dst-index [nT], ap-index [nT], AE-
index [nT], and Kp-index, focusing specifically on geomagnetic storms where Bz < −10
nT and Dst < −100 nT, encompassing 13 geomagnetic storms in total. The considered
time resolution of the data is one hour. The procedure of PCA is not only applied to these
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Figure 1. The illustration for a correlation of Pearson’s coef-
ficient between Kp-index and other 11 parameters describing
of 13 geomagnetic storms

Figure 2. Eigenvalues of correlation matrix for
geomagnetic storm on 25-26.08.2018

variables, but also to detect structures and general regularities in the relationships between
them. This method allows us to verify the relationships, describe and classify the tested
objects in new spaces defined by new variables, adding a practical dimension to our research.
We start with an illustration (Fig.1) of calculations for a correlation of Pearson’s coefficient
between Kp-index, which is an indicator of the storm intensity, and other geomagnetic storms
parameters. The important point to see here is the group of B, Bz, Ey, Ec, Dst, ap and AE
parameters strongly and very strongly correlated with Kp-index. Thus, we obtain the second
group of By, SWT , SWd and SWs parameters which can be ineffective to study our model.
However, this result is not definitive. Each geomagnetic storm is an extreme phenomenon,
so the behavior of the parameters considered can vary significantly. Moreover, standard ML
models are typically trained with mean squared error (MSE), which emphasizes regions of
the domain where most data points are concentrated. Extreme values of studied parameters
events may exist outside of this region of the domain. We claim that the procedure PCA can

Table 1. Eigenvalues of correlation matrix and related statistics

Value number Eigenvalue % of total variance Cumulative eigenvalue Cumulative %
1 6.84666 57.0555 6.84666 57.0555
2 2.354354 19.61962 9.20101 76.6751
3 0.926005 7.71671 10.12702 84.3918
4 0.624298 5.20249 10.75132 89.5943
5 0.328630 2.73858 11.07995 92.3329
...

...
...

...
...

12 0.003159 0.02633 12.00 100.00

help us to group the parameters set and describe the mathematical model. Table 1 presents
eigenvalues for the correlation matrix of 12 independent parameters, part of total variance,
cumulative eigenvalues and cumulative percent of variance. Indeed, the algebraic system of
new variables Z1 and Z2 provides an explanation for the primary data during the geomagnetic
storm on 25-26.08.2018. These two components account for 76.7% of the total variance of
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Figure 3. Projection of the variables on 1st × 2nd the factor-plane for geomagnetic storm on 25-26.08.2018

the original variables, as shown in Table 1. It is a criterion to choose of these components,
i.e., eigenvalues should be ≥ 1 or Cattell criterion when part of total variance must be ≥ 5%.
This is confirmed by the scree test, as shown in Fig.2. Although the third and the fourth
principal components have part of the variance more than 5%, the scree plot clearly shows
that these components exhibit a flattening trend. Similarly, in Fig.3, we can observe that By,
SWT , SWd and SWs have the largest angular displacement from OX axis leading us to
divide all parameters into two groups. It follows that we found such new vector Z ∈ R2 of
the variables Z1, Z2 which is a linear combination of the variables Xj , j = 1, ..., 12 and is
created by rotating the initial system of variables. The position of the axis Z1, which is the first
component, implies that it constitutes "the principal axis" of the points cloud in the previous
system OXY . Moreover, we deduce that the first component explains the largest part of the
variability of the original variables, i.e., 57.06%, whereas the second component explains an
increasingly smaller percentage of the variance 19.62%. We now turn to the factor coordinates
of the variables. If a given variable is placed further from the center of the circle (i.e., its vector
is longer), it is represented better by the new coordinate system (Fig.3). For the Kp-index, ap,
and AE we obtained factors coordinates −0.920, −0.919 and −0.907, respectively, indicating
the largest correlations between these parameters and the first component. Similarly, the factor
coordinate for SWs with respect to the second component is 0.91. Moreover, the classification
is influenced by the sign the factor coordinates. Of course, the arrangement of vectors relative
to each other is also very important and informs us about mutual relationships. In Fig.3 we can
see (without calculations) which parameters are correlated with each other, then their vectors
are close located. For more details, we provide the system of geomagnetic storm parameters
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Figure 4. Lines plot of Kp-index and principal component Z1 (left) and SW s and Z2 (right) for geomagnetic storm 25-26.08.2018
with 192 observed hour of data on the OX

(25-26.08.2018) expressed by Z1, Z2 variables (here, λ1 = 6.847, λ2 = 2.354, see Tab.1):
Z1 = −0.9204Kp − 0.9193ap − 0.9079AE + 0.862Bz + 0.8571Dst − 0.8549Ey

− 0.8016Ec − 0.8014B − 0.6228SWd − 0.5867By − 0.3187SWT − 0.0552SWs

Z2 = 0.9162SWs + 0.8465SWT − 0.5808SWd + 0.4443By − 0.3508B − 0.3027Dst

+ 0.1252Bz + 0.12185Kp − 0.1084Ey − 0.0753ap − 0.0288AE − 0.0174Ec
(1)

The time series of Kp-index and Z1, Fig.4 (left), for 192 observed hour of the geomagnetic
storm on 25-26.08.2018, show a good fit with R2

Kp,Z1
= 84.7%. Similarly, R2

SW s,Z2
=

83.9%, Fig.4 (right). However, the question of a universal mathematical model for describing
geomagnetic storms remains open.

4 Conclusions

We obtained a reduction of multidimensional space from R12 to R2 and analyzed the arrange-
ment of variables and their relationships within this two-dimensional projection. There was
possible to indicate which parameter is the most significant.
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Neural-evolutionary Modeling of Day Ahead Market Prices
at TGE S.A., Selected Aspects (Extended Abstract)

Abstract. Modeling in the context of artificial intelligence (AI) is using mathematics
to describe, analyze, and predict real-world systems. Building models that can simulate
or predict various aspects of reality is a key issue that is the subject of many studies.
The quality of the model depends on many aspects, starting from the architecture of
the neural network itself, through the selection of training data in terms of the size
of the sets, and the number of factors influencing the selection of the network itself.
Modifications of the network training methods themselves also play an important role,
e.g. through the use of Evolutionary Algorithms (AE). The work focuses on several
selected aspects related to modeling based on forecasting Day Ahead Market (DAM)
prices. The influence of network architecture factors, network type, number of training
data as well as the influence of Evolutionary Algorithms on the improvement of the
model quality measured by the mean squared error MSE and the regression coefficient
R2 were considered.

1 Short Description

Modeling in the context of Artificial Intelligence (AI) involves using mathematics to describe,
analyze, and predict real-world systems [10]. Building models that can simulate or predict
various aspects of reality is a key issue that is the subject of many studies[3, 4, 5 ]. The work
contains some chosen aspects of the quality of models which depends on many elements,
including:

1. The architecture of the neural network (ANN),
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2. The selection of teaching data (size of sets and number of factors),
3. The choice of the network itself.

Another very important aspect is a training models including the hybrid models like in this
paper the Evolutionary Algorithms (EA) combined with ANN is presented. The (EA-ANN)
model was examined based on the Day Ahead Market (DAM) Prices at Electrical Energy stock
market (TGE S.A.)[9]. The work focuses on selected aspects related to modeling quality of
DAM prices, considering: influence of chosen network architecture factors, impact of intro-
duction of Evolutionary Algorithms to model quality measured by Mean Squared Error (MSE)
and Regression coefficient (R2). The study examines how various factors and techniques in
AI modeling can impact the accuracy and performance of predictive models, particularly in
the context of Day Ahead Market price forecasting[8]. Polish energy stock market was estab-
lished on December 7, 1999 but beginnings of it activity took place in June 2000.The basic
principles of operation of the electricity exchange (ee) system are included in the Energy Law
Act of April 10, 1997 and related implementing acts [11]. The Energy Law does not provide
for specific restrictions on shaping various methods of energy trading. Currently, the Polish
electrical energy system consists of three subsystems (called segments): the contract market
system, the stock market system and the balancing market system. Quotations on the DAM
taking place every day in two sessions: at 8:00 and 10:30 held the day before the day on which
the physical delivery of electrical energy takes place. The system consists of 24-hour quotation
settlement periods in which members submit purchase and sale offers, the price is determined
on market principles on the so-called fixings, there are also continuous quotations. Proposed
model to implement DAM system is input-output model which is the Multiply Input Multiply
Output (MIMO) type using ANN, in which 24 volumes of energy in each hour of the day (t)
were assumed as input values, and 24 volume-weighted average energy prices in each hour of
the day (t+1) were assumed as output values. Thera are some another models which can be
used for implementation of the system, for example:

1. price time series using a creeping trend model, in which volume-weighted average energy
prices with a daily shift (t+1) are assumed as input values [6],

2. time series with the following input values: energy price (t), volume (t), wind speed (t),
cloud cover (t), temperature (t), transaction time (t), day of the week (t) as output values
the price of electricity (t+1) [5],

3. multiply Input Single Output (MISO) type parametric input-output model, in which the
volume in each hour of the day (t) is assumed as input and the volume-weighted average
price ee (t + 1) is assumed as output [7].

One of the most important futures in ANN model building is selecting the right network.
One of it is it architecture like number of layers, number of neurons in each layer, teaching
methods and so on. In fig. 1 the impact of the number of hidden layers on the quality of the
neural model was presented. Six Perceptron Neural Networks were trained and the results of
the decrease in training error in individual epochs, expressed as MSE, are presented.

As can be seen in Fig. 1, the number of hidden layers does not have a major impact on
the quality of the network measured by the MSE, regardless of the number of hidden layers
in the training process, the trained model of the DAM system was achieved learning goal
in epoch 4-6. The research on modeling the DAM system takes into account, among others
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Figure 1. MSE error values depending on the number of hidden layers in the Perceptron ANN. Own
development in the MATLAB environment [2].

considering the Radial ANN of the Generalized Regression Neural Networks type due to its
approximation properties. Its characteristic feature is that the output values of the first layer
before entering the second layer are processed by the normprod() function. The interesting
issue is the relationship between the dispersion parameter, which affects the network’s ability
to generalize and approximate the function.

After training the ANN with the DAM system (neural model), an attempt was made to im-
prove it by using the Evolutionary Algorithm (AE). In the theory of genetic and evolutionary
algorithms, there are many different practical solutions in terms of their program implemen-
tation. Historically, from work on genetic algorithms, through evolutionary algorithms and
evolutionary programming, to evolutionary strategies. However, so far there is no uniform
nomenclature, and attempts are being made to finally unify the above-mentioned names.
methods under one name: evolutionary algorithms. The improvement of the neural model of
the DAM system is based on improving the accuracy of the weight values of both weights
matrices of the Perceptron Artificial Neural Network and on improving the accuracy of their
mutual relations between the neuron layers, and thus, in a sense, on improving the mutual
matching of the values of the elements of both weight matrices. The accumulated knowl-
edge contained in the weight matrices is tuned to the DAM system using the Evolutionary
Algorithm [1, 3].
In this case, it is assumed that the individuals of the population are composed of a single
chromosome, in which subchromosomes represented by both weight matrices W1 and W2
are immersed , with the weight values ( wijn) of individual rows of both matrices immersed
in them, which can be formally written as follows:

Chi(t) = [W1W2], (1)
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Figure 2. Dependence of the MSE error in relation to the number of neurons in the hidden layer in the
Radial network. Markings: x-axis – number of neurons in the hidden layer, y-axis – MSE error value.
Source: Own work in the MATLAB and Simulink environment [2].

where:
W1=[ [w1

1,1 w1
1,2 . . . w1

1,24] [w1
2,1 w1

2,2 . . . w1
2,24] . . . [ w1

24,1 w1
24,2 . . . w1

24,24]],
W2= [[w2

1,1 w2
1,2 . . . w2

1,24] [w2
2,1 w2

2,2 . . . w2
2,24] . . . [ w2

24,1 w2
24,2 . . . w2

24,24]],
Chi(t) – i-th chromosome with values at time t.
Using the definition of chromosome structure (1), it is possible to generate a PP composed
of individuals with the structure of a single chromosome containing 1.152 genes, which in
the considered case are the values of individual chromosome elements (wi

j,c). The values of
subsequent genes for all chromosomes are generated based on values drawn from the intervals
created as follows:

wij
c = wij

n±∆wij
n, (2)

where:
∆wij

n – increase in the weight value as a result of increased accuracy of the weight value
(e.g. by one degree of precision) in relation to the weight value.
The generated chromosome structure was used in the Initial Population to create 10,000 in-
dividuals, which, as a result of AE operation, became the Parent Population using the AE
algorithm. After selecting 10,000 winning chromosomes, they were determined to adapt to the
DAM system. To improve the neural model, AE runs for 50 generations. Checking the degree
of improvement of the neural model as a result of the use of the Evolutionary Algorithm in
relation to the DAM system model in the form of an Artificial Neural Network shows that
the MSE error, which for the Perceptron ANN was 0.0242, for the ANN corrected with AE
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Figure 3. A scheme for using the Evolutionary Algorithm to improve the weights of the Perceptron
Artificial Neural Network. Designations: dotted line – relation between MATLAB and AE. Source:
Own work in MATLAB and Simulink notation [2].
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0.0124, which indicates that it indicates that the SNN corrected with AE obtains results closer
to the real values. You can see that the MSE error of the evolutionarily corrected ANNs has
almost doubled (1.95).
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Computational Modeling of Continental-Scale Atmospheric
Contaminant Dispersion Using Artificial Neural Networks:
Case Study of the Ru-106 Release Event in October 2017
(Extended Abstract)

Abstract. This paper presents the results of training the artificial neural network (ANN)
to simulate the contaminant spread on a continental scale. The main aim is to propose a
ANN serving as a surrogate dispersion model in a real-time contaminant source local-
ization system. The ANN training data set was generated based on the event in October
2017, when many European countries reported atmospheric detection’s of ruthenium
Ru-106. In many scientific papers, the authors deliberated on probable locations of the
sources of Ru-106 agent in the atmosphere. Based on airborne concentration measure-
ments and chemical assumptions, it is possible to assume that the release occurred in the
Southern Urals region in the Russian Federation. This scenario was accepted during the
generation of the ANNs training dataset in the J-RODOS system. The training datasets
also cover the measurements from 35 countries with a 1-day interval. The quality of the
trained ANNs is judged using a set of statistical measures.
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Keywords: Deep neural network, Emergency preparedness, Radionuclides atmospheric
transport.

1 Motivation

Accidental or intentional releases of hazardous substances, such as radionuclides, over large
areas are a significant concern for those responsible for societal security. Given the widespread
presence of potentially harmful hazardous substances and radioactive materials, whether
stored, transported, or used in other ways, this concern is well justified. Therefore, it is
crucial to have an emergency system that can quickly identify the most likely location of the
source. Furthermore, pinpointing the most probable localization should be possible solely by
registering dangerous substances through a distributed sensor network.

In the literature, the process of localizing the contamination source based on the outcome
is classified as a backward problem and referred to as source term estimation (STE) [e.g.,
[1]]. STE aims to find the best or most likely match between the predicted data, based on a
dispersion model, and observed data, such as the concentration at the sensor location. This
approach involves scanning the model parameters’ space using a likelihood function-guided
algorithm, necessitating many thousands of dispersion model runs. In this case, Artificial
Neural Networks (ANNs) can be helpful. The main advantage of ANNs is their ability to
discover and learn the rules governing a given system based on experience, making them a
powerful tool in the field of modeling. Once trained, ANNs can quickly answer the stated
task. These characteristics make ANNs an excellent tool for real-time operational systems.
Therefore, an emergency response system capable of quickly localizing the airborne toxin
source in real time could be beneficial by utilizing ANNs. Such a system should be able
to pinpoint the most probable contamination source location quickly based on the sparse
concentration data reported by the sensor network.

2 Case study scenario

This paper presents the results of training the ANN to simulate the contaminant spread on
a continental scale. To achieve this, the ANN must be trained on suitable data to accurately
reflect the rules governing the contaminant spread over a large terrain. In the absence of
experimental datasets of sufficient size, the ANN was trained using the dataset generated
by the JRODOS MATCH model [2]. The adopted scenarios were based on the event in
October 2017, when many European countries reported atmospheric detection of ruthenium
Ru-106 [3]. During the period 3–6 October 2017, the Incident and Emergency Centre of the
International Atomic Energy Agency was informed by Member States that low concentrations
of Ru-106 were measured in high-volume air samples in Europe. In many scientific papers, the
authors deliberated on probable locations of the sources of Ru-106 agent in the atmosphere.
Based on airborne concentration measurements and chemical assumptions, it is possible to
assume that the release occurred in the Southern Urals region in the Russian Federation. This
scenario was accepted during the generation of the ANN’s training dataset in the JRODOS
system. It should be underlined that the dataset from the actual field measurements that could
be used for training ANN does not exist—generation of the synthetic dataset is the only
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Figure 1. The distribution of the contamination source localisation and sensors used in generation of
the ANN training dataset.

possibility. Therefore during the generation of the training data set, the contamination source
localization was randomly drawn the region of Russian Federation (Fig. 1) with longitude in
x ∈ ⟨27o, 65o⟩ and latitude y ∈ ⟨41o, 70o⟩, the release height at h ∈ ⟨1m, 100m⟩ and the
source strength Q ∈ ⟨1, 1000⟩x1014Bq/s. The release beginning was assumed to be between
2017.09.20 and 2017.10.01 with a one-hour resolution, while its duration was from one to
twelve hours. The dose near the ground was registered in Europe (Fig. 1) every 30 minutes up
to 2017.10.05. The obtained set covered about 8.9 × 108 vectors. This number was assumed
to be enough to describe the contaminant spread over the Europe for the assumed simulation
scenario.

3 Neural Network Architecture and Results

Feedforward neural networks (FFNNs) are often applied for prediction and function ap-
proximation. This paper aims to teach the FFNN to predict the dose at a specific time and
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location for the assumed release scenario. Thus, the structure of the input vector is following
Inputi ≡ {Xs, Ys, h, Q, d, x, y, S, d}. Based on the input vector for the contamination source
located at the geocoordinates (Xs, Ys) and release lasting through d seconds with the source
strength equal Q with release starting a S hours from 2017.09.20 00:00 ongoing d hours the
trained network should return the output neuron Outputi ≡ D

Sj(x,y)
i (t) denoting the dose

near the ground D at sensor Sj with coordinates (x, y) in t × 30 -minutes after starting the
release.

The target function is a multidimensional and time-dependent function. However, the neu-
rons in the input layer do straightforwardly reflect this time dependency. Each input vector
corresponds to the dose for a fixed point in time and space for a unique release scenario.
The training and validation dataset data were randomly drawn from the whole dataset in a
ratio of 70:15 percent. However, the testing dataset was carefully selected to represent the
geographical distribution of European contamination for various release scenarios. It allows
us to judge how well the trained FFNNs reflect the time dynamics, i.e., whether the FFNNs
prediction is correct in subsequent time intervals. The selected testing dataset was used to
cross-validate the different FNNs.
To give all variables equal weight in the input neuron vector, they have been scaled to the
interval (−1, 1) using MinMaxScaler. In addition, the target concentration was logarithmized
[4]. As far as the literature, no similar studies are concerning training ANN to simulate the
contaminant transport over the large-scale, and no preliminary assumptions concerning the
valid FFNN architecture were available. Therefore, the numerous architectures of FFNNs were
tested, having several hidden layers from two to fourteen with different numbers of neurons
ranging from 2 to 800 . The effective activation function occurred the tanh in cooperation with
the adaptive learning rate. Performed experiments lead to selection as the best-performing
network, the network having 14 hidden layers with the following number of neurons in it:
Network A : 640 − 576 − 512 − 448 − 384 − 320 − 256 − 128 − 96 − 64 − 32 − 16 − 8 − 4.
The corresponding R2 values for the training, validating, and testing datasets for Net-
work A are: R2

training = 0.99162, R2
validation = 0.99017, R2

testing = 0.99014. For
comparison we present the results for and Network B with 8 hidden layers of structure
800 − 400 − 200 − 100 − 50 − 25 − 12 − 4 with R2

training = 0.98806, R2
validation = 0.987,

R2
testing = 0.98699. The corresponding scatter plot for the Network A testing dataset presents

Fig. 2. Additionally, Fig. 3 presents the verification of the both trained FFNN on the training
dataset by the additional measure based on the fractional bias as was proposed in [5]:

ρ(d1:t
ANN , d1:t

target) = 1
SN

SN∑
j=1

[
1
t

t∑
i=1

|DSj
i − D̂Sj

i |
DSj

i + D̂Sj
i

]
, (1)

with assumption that if DSj
i = 0 and D̂Sj

i = 0 then fraction |DSj
i

−D̂Sj
i

|
DSj

i
+D̂Sj

i

= 0. In Eq. 1 i

denotes the subsequent time intervals in which the dose in Sj point representing the sensor
location is estimated. The SN indicates the total number of sensors, D̂Sj

i dose in time i in
point Sj of domain predicted by ANN, while DSj

i the represents the target dose. The measure
ρ fits into the interval [0, 1]. If the ANN model prediction is ideal, then ρ = 0, and if the
model predictions are completely wrong, it equals 1.
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We can see that predictions of both networks are improving with time passing from the
beginning of the release. Nevertheless the results are not ideal and require further study.
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Figure 2. The scatter plot for the Network A with the architecture 640-576-512-448-384-320-256-128-
96-64-32-16-8-4 for the testing dataset.
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4 Summary

Our study results demonstrate that the FFNN training effectively models the transport of
airborne radionuclides in Europe. The selected FFNN performance achieved an accuracy of
R2 = 0.99 for the testing dataset. As more sensor data becomes available over time, the
FFNN’s predictions are improving. These findings show that artificial neural networks (ANN)
can accurately predict the radionuclide dose gradient at ground level for specific times and
locations. It’s important to note that their predictions are limited by the scenarios included
in the training dataset. The results confirm that ANN can be used as a substitute dispersion
model in a contaminant source localization system. Therefore, using the trained ANN in the
localization of the contaminant source, for example, through the STE approach, speeds up the
localization process and allows for real-time operation of such a system.
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The Impact of Information Technology on Efficiency of
Agricultural Farms in Poland (Extended Abstract)

Abstract. Thanks to the development of the intelligent agriculture and IoT the newest
technologies are increasingly being used on farms, also in the form of various types
of sensors and effectors connected to the network. We will present how such solutions
make farmer’s everyday work much easier and more efficient. Tractors that can move
around the field without an operator intervention and systems used to manage farms will
be shown. The results of a study conducted on a group of farmers from Poland regarding
the use and impact of various solutions on the profitability of their farms will also be
presented.

Keywords: Intelligent agriculture, IoT, Farm.

1 Introduction

Nowadays, agricultural farms[1, 7, 4] are increasingly struggling with very high costs of
running their businesses, which is why they are looking for newer solutions that will allow
them to reduce these costs without losing the volume of crops. IT technology meets the
needs of farmers and provides them with new solutions[2, 6], including software to help them
manage their farms. These programs allow farmers to keep full records of the agrotechnical
treatments they perform on their fields, support planning crop rotation and creating fertilization
plans based on the collected data. They also allow them to create virtual farm maps and
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virtual warehouses which makes gathering and accessing information much easier and more
reliable especially in comparison to traditional notes made on pieces of papers. In addition
to supporting farmers producing crops, these programs also support animal breeders which
have to record data on the history of treatments and offsprings. An example of such solutions
is the map from the xFarm program shown in Figure 1, on which the sowing areas have been
marked. Each area has its own color depending on the plant. At the bottom the percentage of
each plant in relation to the entire area is given. Of course it is only an example, the programs
have much greater number of very useful functionalities. Some of them can even manage
crop irrigation systems themselves based on a network of sensors. Other examples of farm
management solutions include eAgronom, Agroasystent and RolnikON.

Figure 1. A map from the xFarm program showing various sowings

IT also supports farmers in field work through automatic machine control systems. They
are often known as agricultural navigation because the tractor is controlled by signals for
positioning objects that are mainly used in geodesy. To be controlled using such signals,
tractors are often equipped with electric steering wheels, but also with hydraulic blocks with
solenoid valves. These systems are mainly used by farmers to guide these machines on parallel
paths. The farmer has several types of such paths at his disposal: AB lines, curves, and A+,
thanks to which he is able to perfectly cover his entire field, avoiding any avoidances or
overlaps. These systems also support the farmer in creating perfectly straight technological
paths but can also automatically turn on the headlands. It is also worth mentioning that these
systems are increasingly equipped with universal ISOBUS terminals[5, 3]. In Figure 2 an
example of such a solution from John Deere is presented. There is an antenna on the top,
normally mounted on the roof. Below it a control terminal is visible, and right under it we
see an electric steering wheel. Other solutions that were analyzed during the experiment were
Topcon, Raven, AgOpenGps, AgroOsa and Trimble.
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Figure 2. A complete control unit from John Deere

The aim of the research is to present the extent to which today’s farms are computerized
and to learn farmers’ opinions on the functionality of the systems and the costs associated with
it. For this purpose, a survey was conducted in which farmers commented on this topic and
then it was analyzed in the Statistica program. The survey was attended by 106 farmers from
every province in Poland. The largest number of them were from the Mazowieckie province
- 22 people, and the smallest number from the Śląskie province - 2 people. The respondents
were also asked about the size of their farm, gender and age. In total, farmers answered 16
questions. Some of the most important questions were those concerning the extent to which
they use information technology on their farms, as well as those that directly concerned the
topic of their use of farm management programs or the use of solutions for automatic machine
operation.

2 Experimental Results

Analyzing the results obtained from the Statistica program presented in Figure 3 we can con-
clude that there is quite a large number of correlations between the data. The program marked
the statistically significant ones in red. The strongest of them is the one relating to the size
of the farm and the degree of use of information technologies (Degree_Technology_Rank).
Its value equals 0.57, which means that these data are strongly correlated with each other,
and it gives us information that the larger the farms, the more and more they use different
information technologies. Another correlation with a high relationship is also the one that
depends on the size of the farm and the extent to which they use farm management pro-
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grams (Farm_Managment_Programs_Rank). Its value (0.4) means that the larger the farm,
the more often it uses management programs. The case with the use of agricultural navigation
(Navi_Rank) is very similar.

Figure 3. Research results from the Statistica program

The most important correlation in the conducted study is the one between the degree
of use of information technologies (Degree_Technology_Rank) and the efficiency of farms
(Efficiency_FMP_Rank). It clearly indicates that with the increase in the use of IT solutions,
the efficiency of farms also increases.

3 Conclusions

The results of the study clearly indicate that thanks to IT agriculture in Poland can become
more effective. On the other hand, at least for now there are only a few solutions, which makes
them quite expensive. Smaller farms decide not to use them because their cost would exceed
the benefits that they could bring. That is why only large farms invest in IT solutions. There
are some free alternatives on the market although they have quite limited functionality. The
XFarm application provides some functions for free, while the rest only has free time-limited
demo version. As for automatic management systems, AgOpenGPS provides the software for
free because it operates on an open-source license. Investment in Poland’s own, cheaper, and
potentially even better solutions in this area would have a positive impact on increasing the level
of computerization and automation of agriculture. Improving the efficiency and profitability
of farms is of particular importance due to the forecasted rapid population growth.
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Challenges to Autonomous Navigation for Unmanned
Ground Vehicles in Unstructured Terrain
(Extended Abstract)

Abstract. The problem of autonomous navigation for Unmanned Ground Vehicles
(UGVs) in unstructured environments is both challenging and crucial for their deploy-
ment in real-world applications. Perception is important, as it provides the necessary
information for terrain traversability and environmental awareness. In this article, the
developed manned-unmanned vehicle designed to carry out autonomous missions in
unstructured terrain is presented, along with the system requirements essential for such
operations. Challenges related to environmental perception and navigation in unstruc-
tured environments are discussed. Achievements in developing AI models capable of
interpreting sensor data are highlighted, demonstrating significant progress in the field
of autonomous navigation. However, several gaps remain, particularly in the areas of
sensor fusion, real-time decision-making, and adaptability to highly dynamic conditions.
Development in the field of autonomous systems allows for a wider expansion of the po-
tential applications of UGVs in various fields, including disaster response, environmental
monitoring, and exploration of hazardous environments.

Keywords: Autonomous systems, Unmanned Ground Vehicles navigation, Unstruc-
tured terrain.

1 Introduction

Unmanned Ground Vehicles are equipped with advanced technologies that integrate envi-
ronmental perception, navigation, path planning, decision-making, and control [1]. These
technologies are related to fields like computer science, data fusion, machine vision, and deep
learning. UGVs offer the primary advantage of operating autonomously, replacing humans in
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tasks such as agricultural, logistics, and military operations including reconnaissance, trans-
portation, explosive detection, fire support, and battlefield rescue. Significant advancements
in autonomous navigation have been achieved in urban environment. However, the develop-
ment of unmanned vehicles has underscored the challenges posed by unstructured terrain.
Achieving fully autonomous and reliable navigation in such conditions remains a technolog-
ical challenge due to the diverse terrains, vegetation, and the presence of irregular obstacles
[2]. Off-road environment requires from unmanned platform demanding robust object recog-
nition and optimized sensor performance. Situational awareness is crucially provided through
sensor systems and advanced algorithms that extract information from raw data. Sensors are
categorized into passive types (such as cameras and infrared sensors) and active types (like
LiDAR and radar), each fulfilling specific roles in environmental sensing [3]. Advancements
in machine learning, influenced by improved computing power and sensor technologies, drive
progress in autonomous navigation. Artificial intelligence and deep learning techniques im-
prove the interpretation of sensor data and the formulation of control strategies, promising
advancements in UGV autonomy in complex environments. This study discuss challenges of
autonomous navigation for UGVs in unstructured terrain, focusing on the developed TAERO
manned-unmanned vehicle system.

2 Description of the Developed Unmanned Platform

The unmanned ground vehicle TAERO (Fig. 1), developed by a collaboration including
Military Institute of Armour and Automotive Technology (WITPiS), Stekop, Auto Podlasie,
and AP Solutions, is based on modular design that allows it to adapt for different missions.

Figure 1. View of TAERO vehicle (a) and an operational environment(b). Source: own elaboration.

Taero is equipped with a central processing unit, precise GPS with an inertial naviga-
tion system (IMU), situational awareness sensors, and mechatronic drives for managing its
operation. The modular approach allows integration of various modules like observation
heads, weapons, and threat detection systems, making platform versatile. In unmanned mode,
TAERO can perform a range of tasks including remote-controlled driving, following pre-
defined routes, autonomous navigation between waypoints, follow guide, operate as shuttle,
leading convoys, acting as a mobile control station or conducting reconnaissance using silent
mode powered by electric drive.
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3 Terrain Traversability Requirements

Unmanned vehicles in unstructured environments cover a wide range of challenging con-
ditions, such as rough terrain, forests, deserts, and mountains. These vehicles are essential
for tasks like search and rescue, logistics, and surveillance. Mobile platforms must be able to
navigate narrow paths, cross rivers, and handle steep slopes and thick vegetation often blocked
by rocks and trees. Changing weather and lighting conditions also affect their performance. To
operate effectively, these vehicles use advanced sensors such as LiDAR, cameras, and radar to
assess the terrain. Real-time path planning and decision-making algorithms help them avoid
obstacles and choose the best routes. A ground vehicle’s ability to navigate through different
terrain regions depends on several factors, including the terrain model, the vehicle’s design
and its kinematic constraints [4]. Traversability analysis methods can generally be categorized
into two approaches: regression of traversal costs and terrain classification.

Regression methods provide a continuous measure of traversal difficulty, indicating how
challenging it is for UGV to traverse a given route. In contrast, terrain classification focuses on
identifying different topography types based on their navigational properties. There are also
hybrid approaches that combine regression and classification techniques, crating synergy of
both. [5] A common approach for navigating unstructured environments involves classifying
terrain types, and recent advances in deep learning have greatly improved this method. For
instance, the Soil Property and Object Classification (SPOC) tool utilizes a convolutional
network to segment terrain types from images, implementing the identification of suitable
landing sites and predicting wheel slip [6]. Further improvements in terrain segmentation
have been achieved by integrating multispectral imagery, which combines RGB, depth, and
near-infrared (NIR) images to handle varying light conditions. Convolutional neural networks
(CNNs) have also been used to classify terrain using height maps generated from vehicle sim-
ulations, categorizing terrain patches as either traversable or not [7]. Another advancement is
the use of semantic 3D mapping, which integrates LIDAR and image data to create detailed
maps with both geometric and semantic information. Additionally, path prediction has been
acheived through stereoscopic visual odometry, which automatically labels training data by
marking drivable areas in images to train segmentation models [8]. Similarly, stereo camera
data has been used to build and classify 3D terrain maps using CNNs. These advancements
collectively enhance terrain classification and navigation in challenging environments, im-
proving the overall effectiveness of autonomous systems. In autonomous navigation systems,
a critical step is translating the results of traversability analysis into actionable movement
commands, ensuring that the vehicle can navigate effectively and safely through diverse and
challenging environments.

4 Perception Sensors Limitations

Perception systems in unmanned vehicles face significant challenges from adverse weather,
impairing object recognition and causing discrepancies between real-time data and maps,
which affects localization accuracy. Rain, fog, and snow notably impact these systems. LiDAR,
a crucial sensor in unmanned driving, is especially affected by weather. Its performance
attributes—range, accuracy, point density, and scan speed—are all impacted. Modern LiDARs
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offer flexible signal return modalities, providing consistent point clouds in clear conditions.
However, in dense fog, the last signal return performs better than the strongest return. Rain and
fog reduce LiDAR’s range, accuracy, and point density. Rain’s impact varies with drop size,
causing up to 0,5 attenuation. Condensed water drops on the emitter can cause over 0,5 power
loss, making signals unreliable. Rain also affects the point cloud’s accuracy and integrity,
complicating modeling and simulation. Snow poses different challenges, as snowflakes can
form larger objects, causing false detections or obstructing the line of sight. Other phenomena
like sandstorms and smog can reduce LiDAR’s range by up to 0,75 due to dust particles.

Figure 2. Adverse weather results, top row depicts sample conditions resulting for the 3D LiDAR point
cloud thermal camera image. Source: [9]

Cameras in unmanned ground vehicles are sensitive to adverse weather. Rain can render
high-resolution cameras ineffective with a single water drop on the lens. Fog obscures visual
information, while snow can melt and refreeze on the lens, causing blockages. Strong light
sources, like the sun or headlights, also disrupt camera effectiveness and can even impact
LiDAR sensors. Automotive radar, operating at millimeter-wave frequencies between 24
GHz and 77 GHz, is robust and less affected by atmospheric fluctuations. However, it faces
challenges with higher snow rates due to increased signal attenuation. Additionally, radar
has limitations in spatial resolution, which affects its ability to accurately detect and classify
object shapes and sizes. One research gap is the difficulty of designing sensor systems that
maintain high accuracy and reliability across a wide range of environmental conditions. Most
studies focus on improving individual sensor modalities, like enhancing LiDAR or camera
algorithms, but few address the combination of different sensor types for improved navigation
in unstructured terrains. Furthermore, the use of ultra-wideband (UWB) radar, with its superior
penetration capabilities, has not been fully explored for UGVs, especially in terrain filled with
vegetation and natural obstacles. The proposed by author solution can penetrate obstacles like
grass and bushes, effectively distinguishing them from solid objects, thus reducing the false
positives that complicate navigation. The integration of UWB radar with other sensors, such
as cameras and LiDAR, could lead to advanced sensor fusion systems improving real-time
decision-making even in adverse weather conditions.
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5 Conclusions

The difficulties in recognizing and classifying obstacles in dense vegetation and under adverse
weather conditions have been examined. Traditional perception systems, including those based
on machine learning and image processing, often fail to provide accurate results in unstructured
environments. The limitations of existing systems in special-purpose vehicles, such as TAERO,
requires more sophisticated and effective solutions. To address these challenges, the integration
of advanced sensor fusion techniques, neural networks and improved computer vision models
is essential. Future developments should focus on combining dedicated radar sensors with
data from LiDAR and cameras to improve obstacle detection.
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Modeling an Intelligent System Using Regression Machine
Learning on the Example of the Electric Power Demand
System (Extended Abstract)

Abstract. This article attempts to define the concept of an intelligent system based
on artificial intelligence and machine learning methods. Intelligent systems currently
include systems such as an intelligent power system, an intelligent energy exchange,
an intelligent enterprise, an intelligent city, an intelligent village, etc. Therefore, the
question arises of how to build a model of the system from the point of view of artificial
intelligence and machine learning methods and, based on the model, how to assess the
degree of internal organization and the level of control of an intelligent system. This
article attempts to answer questions of this type based on control theory and artificial
intelligence methods, paying attention to elements related to the degree of internal
organization of the system and the degree of control. The concept of such a system
and an example of implementation of the National Electric Power Demand system are
shown.
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1 Introduction

The paper attempts to define the concept of an intelligent system based on control theory and
artificial intelligence methods, and in particular draws attention to the method of obtaining a
system model based on machine learning. Intelligent systems currently include systems of the
type such as, among others, an intelligent power system, an intelligent telecommunications
system, the Internet, an intelligent electricity exchange, an intelligent system of domestic
demand for electric power, an intelligent enterprise, an intelligent city, an intelligent village,
etc. [1], [2], [3], [5], [18], [20], [22], [23], [32], [33].

Therefore, the question arises how to build, for example, a model of the National Electric
Power Demand (KZME) system from the point of view of artificial intelligence and machine
learning methods using real data of the National Power System (KSE) as an Intelligent System
and, based on the obtained model, how to assess the degree of internal organization and the
level of control of the intelligent system? In this respect, an attempt was made to answer such
questions by paying attention to the system elements related to the concept of an intelligent
system on the basis of control and systems theory, artificial intelligence methods, including
machine learning methods [28].

At present, extremely important are studies on the functioning and development of tech-
nical and economic-technical systems from the point of view of them as intelligent systems
or at least as systems equipped with artificial intelligence [1], [23], [25], [28] and in terms
of control theory and systems engineering [4], [29], [30], [31]. Intelligent systems, which
include, among others, the power system as an uninhabited factory and its subsystems such as
the National Electric Power Demand (KZME) system, are modeled in order to examine their
quality on models, not systems, as well as to learn about their regularities and use them in the
control and development of the system and its subsystems.

In Annex 2 to the document entitled Energy Policy of Poland until 2040 concerning
conclusions from forecast analyses for the energy sector [10], [16], [17], [25] it was pointed
out that there is a need for more precise forecasting of demand for power and electricity and
it was indicated, among other things, that in recent years many different assessment methods
have been developed, which generally indicate a relatively large change in the structure of
power and electricity generation in Poland in the perspective of 2040. It was indicated in the
document, among other things, that these changes concern in particular the increase in the
achievable capacity of generation sources from 47.3 GW in 2015 and 46 GW in 2018 to the
corresponding value in 2030 - 59 GW (an increase of approx. 58%) and to 72 GW in 2040
(an increase of approx. 93%).

One of the most important subsystems of the KSE system that requires appropriate mod-
eling at the moment is the power and electricity demand system, in order to investigate in
the future the possibilities of adapting the KSE power to the forecasted demand for electric
power. Currently, forecasting studies are being conducted using regression models based on
time series, or using neural, fuzzy and neural-fuzzy models using time series logic [6], [7],
[8], [9], [11], [19], but there is no research conducted using regression input-output models
[26].
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In this paper, research was undertaken towards creating quantities are hourly daily power
demand flows, and the input quantities are other KSE quantities, such as hourly total JWCD
generation delayed by one day in relation to the output quantities [26]. It is worth noting that
modeling can be conducted as analytical, identification modeling, or using artificial intelli-
gence methods such as artificial neural networks, machine learning, evolutionary algorithms,
fuzzy systems, etc. [6], [19], [22], [26], [28]. In this study, the regression method of machine
learning was used.

2 Modeling the National Electric Power Demand System

Identification modeling is classified as a regression machine learning method [4], [13], [14],
[24], [27], [29]. In this study, modeling was performed using the arx parametric model on the
example of the National Electric Power Demand system. The system situation is presented in
works [13], [14], [24], [29]. It can be seen, among others, that the National Electric Power
Demand system is a MIMO system, so the obtained model will also be a Multi Input - Multi
Output model, where the output quantities are the hourly daily flows of the national electric
power demand, and the input quantities are the hourly total generation of CDGUs and nCDGUs
delayed by one day in relation to the output quantities [26], [28].

As a result of the conducted identification modeling, a model of the KSME system is
obtained. In the research experiment presented in this paper, a numerical example concerning
the KZME system was used for numerical data recorded from January 1, 2023 to January 31,
2023 with a period of 31 days and a progress of one day (daily periods) [6]. This made it
possible to obtain the KZME system model as a continuous model in the state space. Next,
an important issue is to obtain changes in the elements of the A, B, C and D matrices of
the state variable model, in which scope the research is continued [4], [12], [13], [14], [24],
[29], [30], [31]. As a result of designing the KZME system, a real system was obtained. By
performing identification on it, a model of the KZME system was obtained, and by performing
meta-identification, a meta-model of the KZME system was obtained. The meta-model of the
KZME system can be further used to design a model of the KZME system. In a formalized
way, the identification of the KZME system is called the problem of finding a representation
of the matrix of measurement data concerning the KZME in the form [14], [29]:

ZN = [output, input],

in the vector of model parameters [Θ] recorded in the matrix th of theta format, where N
is the number of ordered observations of subsequent values of input variables and subsequent
values of output variables. It should be emphasized here that there are no results of research
on the identification and meta-identification of the National Electric Power Demand system
conducted in order to obtain models and meta-models as substitute schemes of real systems.
An extremely important research problem is therefore the definition of the research object
itself, i.e. the KZME system as a management system (SZ) [4], [12], [13], [14], [29], [30],
[31].

In the conducted analytical studies, the system background was assumed according to the
interpretation used in systems engineering [6], [14], [29], [30], [31]. The subject of the research
is therefore the machine learning process using the regression method, and thus reduced to
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identification modeling and identification meta-modeling. As a result of the identification,
the parameters of the model catalog are obtained, which are the coefficients of the B(z)
polynomials associated with the input quantities and the coefficients of the A(z) polynomials
associated with the output quantities that appear in the arx model.

3 Methodology of Identification and Meta-identification Research of
the KZME System

Due to the adopted main research objective, including the adopted detailed objectives and the
complexity of identification and meta-identification studies, the designed research process in
the work [14] consists of eight stages of activities, namely:

Stage 1. For the purposes of conducting studies and research in the field of identification
modeling and meta-modeling of the KZME system, a comparative modeling study should be
developed with the structure: modeled system, type of modeling, including the identification
methods used, input and output data used for modeling, forecasting horizon, research objective
(adapting the model to the system, i.e. matching to real data), applied measures, obtained
forecasting results (including types of errors and their values), comments, including those
concerning the computer computing environment, etc.

Stage 2. In order to conduct experiments, it was necessary to analyze the processes taking
place in the KZME system, as well as to obtain numerical data recorded in individual hours
of the day, and also to perform preliminary procedures on the numerical data. 3)

Stage 3. In order to obtain a catalog of KZME system models, identification experiments
should be designed and conducted using numerical data recorded in KSE in the MATLAB
environment using the System Identification Toolbox [15].

Stage 4. Due to the need to improve the parameters of the RDN system model, the
architecture and learning method of the Artificial Neural Network should be selected in the
MATLAB environment and the Deep Learning Toolbox and, if necessary, neural learning
experiments should be conducted [15].

Stage 5. Information should be obtained about the degree of internal organization of the
management system, which is the KZME system, and information about the control level
occurring in it, which is associated with the need to convert discrete parametric models arx
to continuous parametric models th and these to continuous models in the state space ss in
order to obtain a catalog of matrices A, B, C and D occurring in the continuous model in the
state space [12], [13], [14], [26], [27], [28], [29], [30], [31].

Stage 6. In order to obtain a metamodel of the KZME system, it is necessary to design and
conduct a metaidentification experiment using the parameters of the KZME system model
catalog in the MATLAB environment and the System Identification Toolbox, as well as the
Deep Learning Toolbox [15].

Stage 7. It is necessary to assess the quality of the model in relation to the KZME system,
which requires, among other things, determining the absolute and relative errors, as well as
the effectiveness of the RDN system models, the efficiency and robustness of the systems and
their models, and also requires examining the sensitivity of the KZME system model.

Stage 8. It is necessary to conduct a discussion of the obtained research results and
formulate conclusions indicating the extent to which the set research goal and detailed goals
were achieved, as well as directions for further research.
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4 Selected Results of Modeling the KZME System

In accordance with the adopted methodology, research was conducted on the modeling of
the KZME system using the regression machine learning method for a system with 24 inputs
regarding information on the electricity produced from the uniform KSE system and one
output regarding the demand for electricity for 6:00 (MISO model) using numerical data from
January 2023 available on the PSE website [27]. As a result of the modeling, a continuous,
linear, stationary, deterministic, stochastic model with constant parameters in the state space
of the form [12], [13], [14], [28], [29], [30], [31]:

x(t) = A · x(t) + B · u(t) + K · e(t),

y(t) = C · x(t) + D · u(t) + e(t)

where:

A =


−0.40 5.03 −4.87 5.17
0.02 −2.55 1.38 3.38

−1.03 −0.65 −1.11 3.68
0.61 0.15 −0.01 −2.22



C =
[
0.74 −0.26 0.71 −1.47

]
,

D = 0,

K =


−2.10
−1.89
0.54

−0.42

 ,

by them:
A – matrix of internal organization of the system, called the state matrix (with

dimensions n x n),
B – control matrix, also called the system input matrix (with dimensions n x p),
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C – matrix of the impact of the system state on the environment, also called the
system output matrix (with dimensions q x n),

D – transfer matrix (transmission matrix), also called the direct control matrix, which
does not appear in equations describing the so-called strictly proper systems (with dimensions
q x p),

K – processing interference (noise) vector, assuming that the measurement interfer-
ence vector does not appear (with dimensions n x m).

The accuracy of calculations was very high with an MSE error of 7.011·10−21. The model
in the obtained form was used for comparative and simulation studies, which is not covered by
this work. This involved designing a simulation system in Simulink and conducting research
on, among others, the accuracy of the model in relation to the system and its sensitivity.
Research continues.

5 Conclusions and Directions for Further Research

This paper presents the methodology and selected research results for the study of an intelli-
gent system using the National Electric Power Demand system as an example using regression
machine learning. Numerical research was limited to the study of an intelligent system operat-
ing in January 2023, taking into account 24 inputs representing hourly electricity production
from a uniform KSE system and the output representing the demand for power at a selected
hour, which was 6:00 AM of the morning peak. The obtained MISO-type model in the state
space is characterized by a 4 x 4 internal process organization matrix A, i.e. with four state
variable values. On the other hand, the control matrix is 4 x 24 with excitation and inhibition
control values for the process.

The research is continued. Next, research will be carried out for 48 input values also relating
to the non-uniform KSE system and the demand for electric power at other characteristic hours,
e.g. 12:00, 6:00 PM and 12:00 PM. Ultimately, an important issue will be to propose indicators
for measuring the level of system intelligence, which requires comparative research for all
months of 2023, and perhaps even several years. In this respect, changes in the order of matrix
A and mutual relations between the elements of matrix A, e.g. during 2023, will be important
when examining changes in models obtained for individual months of the year. Changes in
matrix B and even matrix C will also be important from the point of view of changes in the
level of control and the system’s relations with the environment. An important observation is
the fact that all elements of matrix D have values of 0.
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1 Introduction

In the age of global digitization, veterinary clinics need modern technological solutions to
facilitate daily management, enable growth, and improve service quality. These solutions can
automate routine tasks, manage medical documentation efficiently, and support diagnosis and
treatment. This allows staff to focus on patient care, enhancing service quality and customer
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satisfaction. Advanced management systems ensure quicker access to treatment, increasing
safety and comfort of animals and owners. This leads to better health outcomes, more efficient
veterinary care, and increased clinic profitability.

2 Overview of Existing Solutions

There are many systems available for managing veterinary clinics, including paid options like
OpenVPMS [12] and Debevet [13], as well as the free VetGeo [11]. However, these solutions
may not always offer an intuitive interface or the option for private server installation. They
also often lack support for the Polish language and the ability to manage patient photo galleries.
Additionally, commercial solutions frequently involve recurring subscription fees based on
clinic size and the number of veterinarians, which can reduce profits compared to a one-time
investment.

Despite these drawbacks, Philip L. Farber [1] noted as early as 1989 that veterinary
computer systems can be highly effective, enhancing clinic operations, client relations, and
automatic control of expenses and inventory, thereby eliminating manual data processing.
Today, in the era of Artificial Intelligence (AI), research is exploring its applications in this
field. Naveed Rasool and Adil Farooq [2] highlight that AI’s main potential uses include
diagnostics, remote monitoring, and targeted marketing, which are relevant across various
industries.

3 Description of the Presented System

The aim of this work is to present a system designed to support veterinary clinic manage-
ment, outline its structure and benefits for various user groups, and demonstrate potential
development paths using modern Artificial Intelligence (AI) technologies.

3.1 Tools Used

The system uses technologies with ready-made components to speed up development and
enhance security. This includes Micronaut, a modern backend framework from 2018, which
according to Jeleń, M. and Dzieńkowski, M. [5] , provides the highest number of supported
requests and requires the least amount of code among the most popular Java frameworks
(Spring Boot, Micronaut, and Quarkus). ; Angular, a frontend framework in use since 2010,
which, as Vyas, R. [3] indicates, uses the Model-View-Controller (MVC) principle ensuring
the separation of concerns between the application’s appearance, its functionality, and the data
model. ; and the GMail API with Oauth2, which prevents permanent entry of email account
data. The application is also noted for its easy installation and versatility, allowing deployment
on a clinic’s server, in the cloud, or in a Kubernetes cluster, which according to Burns, B. and
Beda, J. [7], enables easy scaling, version control, and automatic recovery from failures.

3.2 Purpose of the System

The system has many advantages for different groups of users:
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– Clients: Clients can schedule appointments online from home, avoiding phone calls and
clinic visits. They can also reschedule or cancel appointments up to 24 hours in advance.
Clients have access to their animals’ medical records, including medical history, as man-
dated by the Act of December 18, 2003, on veterinary clinics [6]. This allows them to
provide necessary medical information to other clinics if needed. The notification module
sends reminders for important events like upcoming appointments or new test results.

– Veterinarians: Instead of using paper records, veterinarians can utilize an electronic med-
ical documentation module. This system provides access to patient records, test results, and
visit history, along with the ability to add new visits. It also includes a photo gallery feature,
enabling the assessment of treatment progress over time.

– Reception Staff: Reception staff no longer need to maintain paper appointment calendars.
They can easily handle bookings both electronically and traditionally. The medication
inventory module improves management of medical supplies and monitors their usage.

3.3 Logical Structure of the System

The schematic of the logical structure of the system is shown in Figure 1.

Figure 1. Logical Structure Diagram of the System

The system, as illustrated in Fig. 1, consists of several modules, each designed to streamline
specific tasks performed by system users. These modules include:

– Medication Inventory Management Module: The medication inventory module improves
management of medication supplies and monitors their usage.

– Examination Handling Module: Manages the results of tests entered into the system.
The number of available fields for parameters depends on the type of test selected.

– Visit Management Module: Facilitates the conduct of appointments by veterinarians,
records the details of these visits, and manages medication issuance.

– Patient Documentation Module: Collects patient documentation such as identification
data and photos, and presents it in the form of patient records.

– Electronic Registration Module: Enables remote appointment scheduling by clients,
confirms bookings by reception staff, and maintains an appointment calendar.

– Notifications Module: Allows the system to send notifications which can include reminders
for upcoming appointments or updates on new test results for their pets.
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4 Potential Applications of AI

The system has significant potential for further expansion in directions shown in Fig. 2.

Figure 2. Possible Directions for System Expansion

In Figure 2, four subpoints are presented:

– Intelligent Disease Diagnosis: Utilizing Artificial Neural Networks to analyze historical
patient test results and medical histories to suggest possible conditions to the veterinarian
during a visit. This approach is similar to that used in CAD systems, which are designed
for classifying human diseases. A similar solution was developed by Picoxia [9]. However,
it is limited to analyzing images obtained from animal X-rays.

– Intelligent Chatbot: A tool capable of answering questions about clinic operations and
performing preliminary classification of symptoms described during conversations could
schedule appointments based on priority, ensuring serious conditions receive prompt at-
tention. It could also recommend home treatments for minor issues, avoiding low-profit
visits (e.g., a cat with a minor scratch on its paw). An example of a chatbot with similar
functionality is Vet Chatbot [8]. Since it is intended for individual pet owners rather than
clinics, it lacks the feature for scheduling appointments for pets.

– Intelligent Inventory Management: A module that automatically monitors the stock
levels of medications, forecasts future usage based on historical data, and automatically
adds items to an order if a shortage is predicted. Similar general-purpose AI tools are
already available on the market. An example is Intellify by Amazon [10].

– Smart Collars: Implementing AI could enable the clinic to offer specialized collars with
a GPS receiver, 5G modem, and sensors for vital signs (e.g., heart rate, temperature). As
part of a subscription service, these collars would send data to the system, allowing for
AI-driven anomaly detection. This early warning mechanism would increase the likelihood
of rapid disease detection and successful recovery. Jukan, A., Masip-Bruin, X., and Amla,
N. [4] mentioned similar collars. However, those devices did not have health sensors and
only provided data on location and the number of steps taken by the animal.

The eventual implementation of these technological solutions will bring numerous benefits
to both the clinic and its clients. It will enhance the system’s efficiency and user-friendliness,
significantly improving service quality. This improvement will increase the comfort of patients
and owners, ultimately leading to higher clinic revenue.
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5 Conclusions

In summary, the developed system provides advanced features that automate routine adminis-
trative tasks, streamline medical documentation, and support patient diagnosis and treatment.
It can facilitate both the work of veterinary clinic staff and tasks performed by clients, such
as registering pets for appointments and viewing their medical records.

Moreover, the system is built with scalability in mind, offering significant potential for
expansion as it adapts to the growing demands of the healthcare sector. This flexibility ensures
that the system can integrate seamlessly with emerging technologies and industry standards,
future-proofing its relevance in a rapidly evolving market.

In addition to its core capabilities, the system effectively addresses a range of issues that
have been identified in competing solutions. By overcoming these challenges, it provides
a more streamlined and intuitive experience for users, which is crucial in high-pressure
environments like animal healthcare.

The system also boasts significant expansion potential, allowing it to evolve and adapt as
the industry and technology advance. Proposed potential applications of Artificial Intelligence
ensure a strong market position as AI becomes increasingly prevalent across business sectors.
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Application of Classification Algorithms for the Detection of
Mid-term Stock Price Movement (Extended Abstract)

Abstract. The problem of forecasting stock price movement has been extensively stud-
ied by researchers for over the last thirty years. It is mainly interesting and challenging
task for the reason of volatile nature of price movement. Various kind of neural networks
(NN) were employed through the years to forecast prices, but the results were often
far away form these, which could allow traders for application of NN in daily trades.
While it is extremely difficult to forecast stock prices with very great precision, this work
aims at classification of future prices. A new approach presented in the paper involves
application of nine algorithms for the detection of direction future stock price moves,
based on the prices from the last a few trade sessions. Experiments were conducted
on historical datasets of stocks within the MWIG40 and SWIG80 indices of the polish
stock market. Based on the experiments, the classification accuracy was evaluated. The
obtained results suggest that the K-nearest neighbor algorithm show an advantage over
other algorithms, but so do two other algorithms: Random Forest and AdaBoost return
comparable results.

Keywords: Classification, Forecasting, K-nearest neighbor, Stock market.

1 Introduction

The stock market can be influenced by many factors on which stock prices can depend, so an
accurate price forecasting can be difficult to achieve, and important for investors and financial
institutions. It is recognized that the stock market can be influenced by a variety of factors (e.g.,
company financial reports, politics), which can make price forecasting even more difficult. As
a result, in recent years there has been a growing number of researchers attempting to study the
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stock market using various classification and forecasting methods. However, many of these
studies focus solely on learning models from historical data, ignoring the issue of trends.
Therefore, this paper investigates with the help of nine algorithms to what extent trend-based
models with appropriate parameter selection are able to classify the direction in which future
prices are moving.

The remainder of this paper is structured as follows. Section 2 shortly discusses papers
concerning forecasting of prices. Section 3 shows algorithms applied to classification and
explains how data are preparing for the algorithms. Section 4 presents experimental results.
Finally the conclusion is presented in Section 5.

2 Related Works

Correctly predicting stock prices or trends has always been an essential and challenging
research topic in finance. With the development of time series analysis methods, trend fore-
casting methods began to be increasingly considered by researchers. In [1] Rigopoulos focused
on one step ahead forecast of gross domestic product using the K-nearest neighbor (KNN)
algorithm. In [2] the authors presented a forecasting process for five companies from the
Jordan Stock Exchange. Their model consists of the three attributes, namely close, low and
high price. What is worth noting, stock prices from the period of time selected by the authors
was changing to only small extent, which may suggest that it was not difficult for the algorithm
to forecast with high accuracy. Then in [3] the author compared the classification performance
of the two algorithms, KNN and Random Forest (RF), in forecasting trends of AAPL stocks.
Nevertheless, the models proposed by the aforementioned authors mainly apply to one or a
few companies without considering how the trained models may behave over a larger number
of data sets. In addition, focusing on the only one algorithm may not be sufficient for practical
application of decision-making for traders. In this regard this study examines a number of
various algorithms.

3 Classification of Direction for Mid-term Price Movement

This section enumerates algorithms selected to classify the direction of future prices move-
ment and explains how this new approach is applied to the classification of mid-term stock
prices. The following algorithms are examined in this work: C-Support Vector Classification
(SVC), Gaussian process classification (GPC), Decision Tree (DT), RF, Multi-layer Percep-
tron (MLP), AdaBoost (AD), Gaussian Naive Bayes (GNB), Quadratic Discriminant Analysis
(QDA). Implementation has been done using Python language [5] and through application of
scikit-learn framework [4]. In the experimental section historical data of small and medium-
sized companies within the MWIG40 and SWIG80 indices on the polish stock market were
used. It is worth mentioning that only 116 companies out of 120 were considered in the study,
due to the fact that the remaining 4 companies contain too little data for the experiments to be
performed properly.

While this paper is focused on the classification of mid-term future prices, the quotations
of the 116 companies were selected in the weekly rather than daily interval. Classification of
future prices using daily quotations would have some practical limitations for various reasons,
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e.g.: classification of the price trend in short-term period of time may not be sufficient for
investors for profit-making purposes. Quotations were downloaded from the polish stock
market website [6] and they contains from 53 to 1,667 trading weeks, depending on the
company.

In order to prepare the data for training, for each quote record stock object was created. It
has an array X, which contains some number of the last close prices, which depends on the
history parameter. For each stock object there is associated Y value. It equals to 1 if the price
for some number of weeks in the future is greater than for the current week. Otherwise, the
value of Y equals to 0. We can see that Y value indicate an increasing trend and a decreasing
trend. The number of weeks in the future depends on the parameter future. The parameters
history and future may have values: 4,6,8,12 and 16. Therefore, we get a total of 25 different
possibilities in the way we can combine the values of future and history parameters.

4 Experimental Results

In this section, the classification accuracy (average of cross-validation results) of future prices
obtained from selected algorithms is presented. Ten fold cross-validation was used to evaluate
the performance of the classification models. In order to accurately determine the performance
of the models, the average of the cross-validation results and the standard deviation were
calculated. A detailed comparison can be seen in Fig.1 below.

Figure 1. Classification of future prices direction for 116 stocks from polish stock exchange

For convenience in the legend, the history and future parameters were abbreviated to H
and F. All 25 combination of these two parameters values were used in the experiments. An
important part of experiments was the evaluation of the algorithms parameter values. Through
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selecting the best parameters values of the algorithms it was possible to improve the results
to some extent. Parameters values were evaluated in such a way that the first parameter was
changing and the rest of the parameters values were constant. In this way, all the parameters
of the algorithms were finally evaluated.

From the Fig.1 we can see that for each algorithm classification accuracy increases when
value of future parameter increases. Moreover it has significant impact on the results. The
value of history parameter also affects the classification accuracy. The greater value of this
parameter the greater algorithms performance. Finally, the best results were obtained for the
KNN algorithm and for values of both parameters equal to 16. For the most combination
of values of both parameters KNN outperforms the other algorithms. However, for value of
history parameter less than 12, we can obtain greater classification accuracy from AD and RF
algorithms than from the others.

5 Conclusion

The article examines nine different algorithms for the classification of direction future prices
are moving. The dataset used in the experiments relates to 116 companies from the MWIG40
and SWIG80 indices of polish stock market. Algorithms included in the scikit-learn package
in Python language were used. The KNN algorithm offered the best results compared to other
algorithms. Future research may focus on testing more algorithms, as well as creating a stock
market simulator to see if the results presented in this paper allow for a positive investment
outcome.
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Modeling Atmospheric Dispersion in Highly Urbanized Areas
by Physically-Informed Neural Networks
(Extended Abstract)

Abstract. This paper proposes a method for localizing airborne toxin sources in urban
environments using Artificial Neural Networks and Physics-Informed Neural Networks.
Traditional approaches like source term estimation struggle with the complexities of
urban wind fields. By training ANNs on city-specific data, we achieve faster contam-
inant dispersion predictions. PINNs further improve accuracy by integrating physical
equations into the training process. Results show that while ANNs perform well by
standard metrics, PINNs excel in predicting contaminant distribution over time, offering
a promising solution for enhancing urban safety and environmental monitoring.

Keywords: Deep Neural Network, Physics-informed Neural Networks, Emergency pre-
paredness, Contaminant atmospheric transport.

1 Motivation

The study in this paper aims to develop an emergency-response system capable of real-time
localization of airborne toxin sources in urban areas, based on sparse concentration data from
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a sensor network. This process must be swift to ensure prompt action by emergency teams.
In literature, this task is known as source term estimation (STE) (e.g. [1]) and involves using
concentration data and meteorological information to estimate unknown source parameters
through optimization or Bayesian inference. The core idea is that by matching model predic-
tions with sensor data, the source location can be inferred. This requires running numerous
dispersion models to optimize the likelihood function. However, urban environments present
challenges due to complex wind fields and turbulence caused by densely placed buildings,
making real-time localization difficult.

While approximate Bayesian computation has been used for such tasks (e.g. [2]), it is
computationally intensive and not suitable for real-time applications. A potential solution
is using a trained artificial neural network (ANN) instead of traditional dispersion models
in STE algorithms. For the ANN to be effective in an emergency response system, it must
learn to simulate airborne contaminant transport considering spatial coordinates, time, source
characteristics, meteorological conditions, and urban geometry. The ANN should be trained
on the specific city’s topology and typical wind conditions, requiring a comprehensive dataset
of possible release scenarios. Although the training process is computationally demanding, a
trained ANN would enable rapid estimation of contaminant concentration distribution.

Numerical results confirm the potential of ANNs to replace dispersion models in contam-
inant source localization systems for highly urbanized terrain, as demonstrated in a series of
papers [3, 4, 5]. Presented results indicate that ANNs have effectively learned to predict the
contamination distribution gradient. However, further refinement is required, as ANNs have
shown a tendency to underpredict contamination levels.
This paper extends the previous research on this subject by introducing the physical equations
into the process of ANN training. Such an approach is known as Physics-Informed Neural
Networks (PINNs) [6, 7].

2 Neural Network Architecture and Results

The dataset used for training the ANNs was representing the scenario of neutral gass dis-
persion over the central part of London. The details of the dataset generation, the domain
and simulations setup can be found in [4]. The feedforward neural network architecture was
chosen. The first layer of ANN consists of the neurons representing the input variables based
on which the network should produce the neurons in the output layer. Between the input
and output layers, the hidden layers are placed. ANN performance depends on the chosen
architecture, i.e., the number of neurons, hidden layers, and the structure of connections.
The aim is to teach the ANN to predict the contaminant concentration at a specific time and
location for the assumed release scenario. Thus, the structure of the input vector is following
Inputi ≡ {Xs, Ys, Q, d, x, y, v, t}. Based on the input vector for the contamination source at
the coordinates (Xs, Ys) (in meters within a domain) and release lasting through d seconds
with the release rate equal Q under wind blowing from the v direction the trained network
should return the output neuron Outputi ≡ C

Sj(x,y)
i (t) denoting the concentration C at

sensor Sj with coordinates (x, y) in t -seconds after starting the release.
The training and validation datasets were randomly split from the entire dataset in a 70:15
ratio, while the testing dataset was carefully chosen to represent the geographical distribution
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of European contamination across various release scenarios. This approach ensures that the
trained network can accurately predict time dynamics in subsequent intervals. The testing
dataset was used for cross-validation of different ANN models. The input data, all variables
were scaled using standard scaler, while the target concentration values were logarithmized.
Many number of hidden layers and neurons were trained. For the purposes of comparing the
’classical’ ANN and PINN further in the paper, the architecture with ten hidden layers and the
following number of neurons: 512 − 256 − 256 − 256 − 256 − 128 − 64 − 32 − 16 − 8 was
chosen. The Adam optimization algorithm was used for training. The positive effect on ANN
had a hyperbolic tangent as the activation function and batch normalization were applied in
each layer. The results of ANN training over 50 epochs for the training, validation, and test
datasets are presented in Fig. 1.

Figure 1. The scatter plot for the ANN network 10B-001L-50Ep for the training, validation and testing
dataset.

The analogous architecture was applied for the PINN, with the difference that the loss
function was calculated as the weighted average 70 : 30 of the ’standard’ loss function
L representing the root square difference between the ANN output and target and the
’physical’ one Cp. The Cp is representing the concentration at given point of the domain
(xsensor, ysensor, zsensor) in the time t′ under specific release scenario i.e. release rate Q
within duration d from the point (xsource, ysource, zsource):

Cp(xsensor, ysensor, zsensor) = ∆M
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∆M =
{

Q
d if t′ < d,
Q
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(
− t′−d

3600

)
if t′ ≥ d,

xeff = (xsensor − xsource) cos θ + (ysensor − ysource) sin θ,
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yeff = −(xsensor − xsource) sin θ + (ysensor − ysource) cos θ.

The angle θ represents the rotation needed for the wind to be directed along the x axis, and
σx, σy, σz are the dispersion coefficients in in three appropriate directions. Equation 2 shows
the concentration estimated by the Gaussian plume model [8], which simplifies the solution
of the transport equation for open areas and city terrain. The results of PINN training over 50
epochs for the training, validation, and test datasets are shown in Fig. 2.

Figure 2. The scatter plot for the PINN for the training, validation and testing dataset.

When comparing Figures 1 and 2, it can be inferred that both the Artificial Neural Network
and Physics-Informed Neural Network have achieved a certain level of quality based on the R2

measure. The R2 measure is approximately 0.88 for ANN and 0.8 for PINN. Based solely on
this standard measure, it appears that ANN outperformed PINN. However, papers [4, 5] have
indicated that in the specific task of training the ANN to simulate contaminant transport in
urban terrain, the standard measures do not accurately reflect the network’s ability to predict
the time and spatial distribution of the contaminant. So following the results presented in
[4, 5] the Fig. 3 presents the cross-verification of both trained networks on the training dataset
by the additional measure based on the fractional bias as was proposed in [5]:

ρ(d1:t
ANN , d1:t

target) = 1
SN

SN∑
j=1

[
1
t

t∑
i=1

|CSj
i − ĈSj

i |
CSj

i + ĈSj
i

]
, (1)

with assumption that if CSj
i = 0 and ĈSj

i = 0 then fraction |CSj
i

−ĈSj
i

|
CSj

i
+ĈSj

i

= 0. In Eq. 1 i denotes
the subsequent time intervals in which the dose in Sj point representing the sensor location
is estimated. The SN indicates the total number of sensors, ĈSj

i dose in time i in point Sj of
domain predicted by ANN, while CSj

i the represents the target dose. The measure ρ fits into
the interval [0, 1]. If the model prediction is ideal, then ρ = 0, and if the model predictions
are completely wrong, it equals 1.

We can see that the PINN outperforms the ANN about four times in each time stem. This
result suggests that adding the analytical formula given by Eq. 2 to the loss function guiding
the network learning process allowed the network to better predict the contaminant level in
all sensors at a given time interval.



Modeling Atmospheric Dispersion in Highly Urbanized Areas by PINNs 127

400 600 800 1000 1200 1400 1600 1800
Time

0.0

0.2

0.4

0.6

0.8

1.0

ρ(
dA

NN
,d
Ta

rg
et
)

ρ(dANN,dTarget)

PINN
ANN

Figure 3. The ρ(d1:t
ANN , d1:t

target) measure in the subsequent time steps for the ANN and PINN.

3 Conclusion

This study presents a novel approach to developing a real-time emergency-response system
for localizing airborne toxin sources in urban environments. By leveraging Artificial Neural
Networks trained on city-specific datasets, the system can predict contaminant dispersion more
rapidly than traditional methods like source term estimation, which are often computationally
intensive and struggle with the complexities of urban wind fields and turbulence.

In addition, introducing Physics-Informed Neural Networks further enhances the system’s
accuracy by integrating physical equations into the training process. While standard metrics
initially suggested that ANNs performed better, the PINNs demonstrated superior accuracy
in predicting contaminant levels over time when evaluated with more specialized measures.

Overall, the findings suggest that incorporating physical models into neural networks could
significantly improve the effectiveness of real-time emergency response systems, particularly
in complex urban terrains. This approach offers a promising direction for future development
in the field of urban safety and environmental monitoring.
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